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A B S T R A C T

In real applications of data mining, machine learning and granular computing, measurement errors, test costs
and misclassification costs often occur. Furthermore, the test cost of a feature is usually variable with the error
range, and the variability of the misclassification cost is related to the object considered. Recently, some ap-
proaches based on rough sets have been introduced to study the error-based cost-sensitive feature selection
problem. However, most of them consider only single-granularity cases, thus are not feasible for the case where
the granularity diversity between different features should be taken into account. Motivated by this problem, we
propose a multi-granularity feature selection approach which considers measurement errors and variable costs in
terms of feature-value granularities. For a given feature, the feature-value granularity is evaluated by the error
confidence level of the feature values. In this way, we build a theoretic framework called confidence-level-
vector-based neighborhood rough set, and present a so-called heuristic feature-granularity selection algorithm,
and a relevant competition strategy which can select both features and their respective feature-value granula-
rities effectively and efficiently. Experiment results show that a satisfactory trade-off among feature dimension
reduction, feature-value granularity selection and total cost minimization can be achieved by the proposed
approach. This work would provide a new insight into the cost-sensitive feature selection problem from the
multi-granularity perspective.

1. Introduction

Feature selection is one of the most frequently-used techniques in
data mining, machine learning and granular computing
[4,14,19,42,65]. A dataset often contains many features, thus posing
great difficulty in processing. By using the feature selection technique,
irrelevant or redundant features can be removed to reduce the data
complexity. Consequently, the efficiency of data processing can be
improved significantly [10]. Rough set theory [26,34,35,41] is a pow-
erful mechanism to handle uncertain data. Feature selection is also
called attribute reduction in rough set society [16,30,39,50].

Cost-sensitive learning has received much attention in data mining
and machine learning [1,43,54,60,66,67]. Among various kinds of cost
in cost-sensitive learning [48], test cost (also called feature cost) and
misclassification cost are the most commonly considered. Usually, the
feature values of an object could not be obtained for free. Test cost
refers to the money, time, or other resources consumed in acquiring a
data item of the object. In addition, an object may be misclassified into
a class that it does not belong to. Misclassification cost is the penalty

paid for the wrong decision. Cost-sensitive feature selection, also called
cost-sensitive attribute reduction in rough set community, aims at
finding a feature subset to minimize some types of cost and meanwhile
to keep the properties of original decision system as many as possible
[15,21,25,31,44,46,61].

In practical applications, it is hard to obtain the accurate value of a
data item because the measurement errors are ubiquitous and in-
effaceable. For a quantity in reality, its measurement errors usually
satisfy a normal (or near-normal) distribution. The existence of mea-
surement errors poses great difficulty in distinguishing two objects if
their measured values are close to each other. In view of this problem,
some researchers have addressed objects in groups instead of addres-
sing them individually [2,12]. The groups are referred to as information
granules. Objects with measured values closing to each other are drawn
into the same granule. In this case, the sizes of information granules are
related to the error ranges, or equivalently, the lengths of error inter-
vals. Granularity selection, namely selecting the sizes of information
granules, plays an important role in granular computing [63].

Recently, three main kinds of approaches have been presented to
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study the error-based cost-sensitive feature selection problem by using
the rough set theory. The first kind [6,32] considers only test costs but
not misclassification costs; the second kind [62,63] considers both test
costs and misclassification costs, and the two types of costs are assumed
to be fixed values; while in the third kind of approaches [23,64], both
types of costs are seen to be variable, and all features are supposed to
have the same feature-value granularity, namely have the same data
precision. Unfortunately, these approaches are not feasible in some
real-world scenarios. Firstly, test costs and misclassification costs often
occur simultaneously in real applications, thus it is more realistic to
take the two types of costs into consideration. Secondly, acquiring fine-
grained data items usually costs more than acquiring coarse-grained
ones, so the test cost of a feature is often monotonically decreasing with
the enlargement of the feature values’ error range. While the variability
of the misclassification cost depends on the environment involved and
the object considered. Taking the risk evaluation of granting credit as
an example, if a customer is misclassified, both the cost (also called
benefit if the cost is negative) of the customer and that of the finance
company are usually constants. Taking the medical diagnosis as another
example, for the misdiagnosis of a specific disease, the misclassification
cost of the patient is often fixed, but that of the doctor is usually
monotonically increasing with the total test cost paid by the patient.
Concretely, if the patient is misdiagnosed with a total test cost of $100,
he may require just a little compensation, namely the misclassification
cost of the doctor is low; whereas if the patient is misdiagnosed with a
total test cost of $1000, the misdiagnosis may make him angry and
result in high misclassification cost of the doctor. Finally, in many real
applications, different features may have different feature-value gran-
ularities, namely have different data precision. For example, electro-
cardiogram and color ultrasound are two different medical check-up
items. Their metrics are not the same; naturally, the precision re-
quirements are not necessarily identical for them. Therefore, the
granularity diversity between different features, also called the multi-
granularity characteristic of features, should be discussed in the re-
search. However, most of existing rough-set-based feature selection
approaches are essentially single-granularity approaches.

In actual applications, for a given dataset, if more necessary features
are selected, or feature-value granularities get smaller (in this case, the
similarity among the objects in each granule is enhanced), the total test
cost will increase, while the misclassification rate will usually decrease.
In this case, people cannot intuitively know how the total cost will
change. Accordingly, it is complicated but important to choose suitable
features and their corresponding feature-value granularities to achieve
a trade-off between test costs and misclassification costs so that the
total cost is as small as possible. Moreover, except the above-mentioned
error-based cost-sensitive feature selection approaches, some existing
papers of cost-insensitive feature selection [12,13,51] also addressed
the granularity of feature values, but most of them have not taken the
diversity between different features into consideration. Multi-
granulation rough sets, which deal with multiple binary relations on the
universe, have been studied extensively in recent years
[18,27,38,53,56,59], but they have not touched the multi-granularity
characteristic of features in the feature selection. Based on the above
considerations, we introduce multi-granularity ideas into the cost-sen-
sitive feature selection in this study.

In this paper, based on measurement errors and variable costs, we
propose a multi-granularity feature selection approach to deal with the
relationship among feature dimension, feature-value granularities and
total cost. The approach aims at finding a suitable pair of feature subset
and feature-value granularity vector to minimize the average total cost
(the average value of total cost for the objects in the universe), and at
the same time, to preserve the information of original decision system
as much as possible. Differing from the previous methods, in the pro-
posed approach the feature-value granularities between different fea-
tures are not necessarily the same, thus we call the approach multi-
granularity feature selection. Owing to the variability consideration of

test costs and misclassification costs as well as the diversity of feature-
value granularities between different features, the proposed approach is
more versatile and practical than the existing error-based cost-sensitive
feature selection approaches. Moreover, since most previous feature
selection approaches, no matter whether cost-sensitive or cost-in-
sensitive, are single-granularity in essence, this study would provide a
new insight into the feature selection problem from the multi-granu-
larity perspective.

In the proposed approach, for a given feature, the feature-value
granularity is evaluated by the confidence level of the feature values’
measurement errors. The measurement errors are assumed to satisfy a
normal distribution, and the confidence level refers to the frequency
that an observed interval contains a specific error value. So the con-
fidence level is closely related to the data precision. In this context, we
construct a confidence-level-vector-based neighborhood rough set
model, in which features and their respective feature-value granula-
rities are associated effectively. Under the new model, some funda-
mental concepts in neighborhood rough sets are redefined and dis-
cussed, such as the neighborhood granule, the lower and upper
approximations, and the positive region. These concepts are closely
relevant to the given feature subset and its corresponding confidence
level vector. Moreover, some important properties in this model are
also presented, such as three types of monotonicity in respect of the
above-mentioned concepts. Then, some types of variable cost settings
are introduced according to reality, in which the relationship among
feature-value granularities, test costs and misclassification costs is
considered. We also discuss how to compute the average total cost for
any given feature-granularity pair (the pair of features and their re-
spective feature-value granularities). Finally, we formally define the
multi-granularity feature selection problem which takes measurement
errors and variable costs into consideration.

A heuristic feature-granularity selection (the selection of features
and their respective feature-value granularities) algorithm and a re-
levant competition strategy are proposed to deal with the multi-gran-
ularity feature selection problem. An addition-deletion strategy is
adopted in the heuristic algorithm. Concretely, in the addition phase of
the algorithm, for a given feature and its corresponding error con-
fidence level, a feature-granularity significance (the significance of a
feature and its feature-value granularity) function is designed by com-
bining the size of incremental positive region with a δ-weighted test-
cost-related value. The weight δ is set by the user to adjust the influence
of the test cost to the feature-granularity significance. According to the
significance values, best features and their corresponding best con-
fidence levels are selected step by step. It is worthwhile to note that the
above-mentioned monotonicities of the fundamental concepts in the
confidence-level-vector-based neighborhood rough set model are fully
used to make the process more efficient. Then in the deletion phase, the
redundant feature-granularity elements (a feature-granularity element
refers to a feature and its associated confidence level in the selected
feature-granularity pair) are deleted to guarantee that the remaining
feature-granularity pair has the minimal total cost. As for the compe-
tition strategy, it is presented to run the heuristic algorithm with dif-
ferent δ values and choose the best result. By using it, the users need not
know the best setting for the weight δ in advance. Finally, some eva-
luation metrics are developed to study the performance of the proposed
approach.

To evaluate the performance of the multi-granularity feature se-
lection approach, a series of detailed experiments are undertaken on
nine datasets from the UCI (University of California – Irvine) library
[3]. Experimental results demonstrate that a satisfactory trade-off
among feature dimension reduction, feature-value granularity selection
and total cost minimization can be achieved by the approach. Both
features and their respective feature-value granularities, which are
often not the same between different features, can be obtained si-
multaneously through using the approach. This cannot be achieved by
using the previous methods. The proposed multi-granularity approach
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