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Abstract: Fast and efficient are common requirements for all clustering algorithms. Density peaks 

clustering algorithm (DPC) can deal with non-spherical clusters well. However, due to the 

difficulty of large-scale data set storage and its high computational complexity, how to conduct 

effective data mining has become a challenge. To address this issue, we propose an improved 

density peaks clustering algorithm with fast finding cluster centers, which improves the efficiency 

of DPC algorithm by screening points with higher local density based on two novel prescreening 

strategies. The first strategy is based on the grid-division (GDPC), which screens points according 

to the density of corresponding grid cells. The second strategy is based on the circle-division 

(CDPC), which screens the points according to the uneven distribution of data sets in the 

corresponding circles. Theoretical analysis and experimental results show that both the 

prescreening strategies can reduce the calculation complexity, and the proposed algorithm not only 

more satisfied than DPC algorithm, but also superior than well-known Nyström-SC algorithm on 

the large-scale data sets. Moreover, due to the different theories of the two prescreening strategies, 

the first strategy is faster and the second strategy is more accurate on the large-scale data sets. 
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1 Introduction 

The rapid development of information technology and the spread of the Internet make data 

update faster, diversify data sources and lead to the data volumes increase at an unprecedented rate. 

Faced with difficulty of large-scale data storage, high computational complexity and a series of 

problems, how to carry on the effective data mining of large-scale data sets and fast access to 

valuable information has become the focus of recent study [1]. Clustering learning is an important 

data analysis technique. In order to find useful information from the complex data, we can do data 

clustering first, that is group similar objects in the same class according to the characteristics of 

data objects, and the objects that difference between them is larger are divided into different 

classes, to find the internal relation between data. Clustering learning provides support for 

decision making and has a certain application value in market analysis, pattern recognition, 

genetic research, image processing, and other fields [2]. 

Density peaks clustering algorithm is a state-of-the-art density-based clustering algorithm 

proposed by Rodriguez and Laio in 2014, which is abbreviated as DPC [3]. DPC algorithm is 

based on two characteristics of the cluster centers: 1) the local density of the cluster center is 

larger, that is, the density of its neighbors is not more than itself; 2) the distance between the 
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