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a b s t r a c t 

Query diversification as an effective way to reduce query ambiguity and enhance result novelty has re- 

ceived much attention in top- k search applications on large networks. A major drawback of the existing 

diversification models is that they do not consider redundancy elimination during the course of search, 

resulting in unassured novelty in the search result. In this paper, to improve the novelty of the search re- 

sult, we propose a new method of diversified top- k similarity search by combining diversification of node 

attribute coverage with a dissimilarity constraint. Due to the non-monotonicity implied by the dissimi- 

larity constraint, existing techniques based on monotonicity assumptions cannot be applied. Our model 

requires solving a new problem of Dissimilarity Constrained Non-monotone Submodular Maximization (DC- 

NSM). Based on constructing a dissimilarity-based graph, we solve this problem by a greedy algorithm 

achieving an approximation ratio of 1/ �, where � is the maximum node degree of the dissimilarity- 

based graph, in time linear to the number of edges of the graph. We show that DCNSM cannot be ap- 

proximated in ratio | V | 1 −ε , indicating that our solution achieves an optimal ratio. We conduct extensive 

experiments on both synthetic and real-world attributed network datasets. The results show that our 

diversification model significantly outperforms the baseline methods, and confirm that combining dis- 

similarity constraint in diversification can significantly improve the novelty of search result. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Searching for top- k nodes similar to a given query request in 

a network has numerous applications including graph clustering 

[15] , graph query [27] , object retrieval and recommendation [34] . 

There has been substantial research on ranking nodes and their 

similarity (proximity) estimation, such as the Personalized PageR- 

ank [14] and SimRank [18] . These basic methods and their varia- 

tions such as P-Rank [38] , TopSim [23] and Panther [37] have been 

successfully applied in a wide range of applications. 

Nowadays with rich information available from online social 

networks, real social entities and their relationships can be built in 

a network in which nodes are associated with a set of attributes 

describing their properties and edges representing relationships 

among the nodes. In such circumstances, the problem of search- 

ing for similar nodes to a given node becomes more sophisticated 

and challenging. 
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Firstly, the top- k nodes resulted from the traditional similarity 

search methods are often highly related. It is hard to get desired 

similar results with such few and highly related nodes. Search re- 

sult diversification has been widely studied as a way of tackling 

query ambiguity and enhancing result novelty in information re- 

trieval [6,12] . Most of these diversified models tried to trade off

relevance and diversity according to some parameter. In the liter- 

ature there are many studies on modeling the search result diver- 

sification for network datasets. Expansion ratio [24] and expanded 

relevance [20] are two representative diversification models pro- 

posed recently based on node’s ego features (e.g. neighborhood) 

diversification and addressed by the solution of the classic Mono- 

tone Submodular Maximization problem. However, a major draw- 

back of these models is that they give no explicit mechanism for 

redundancy elimination, resulting in lack of novelty in their search 

results. 

Moreover, a network with attributes has more complex char- 

acters. More precisely, node attributes with the links among 

them provide rich and complementary sources of information 

that should be used for revealing, understanding and exploiting 

the latent diversified structure in attributed network data. For 

example, in social networks users have profile information, in 
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Fig. 1. A portion of Jiawei Han’ s academic ego social network. 1 

document networks each node also contains the text of the doc- 

ument that it represents. Fig. 1 depicts a portion of Jiawei Han’s 

academic ego social network extracted from DBLP. 1 Three research 

communities, IR, DB&DM and AI, are distinguished by three cluster 

based on their common attributes (the conferences they have pub- 

lished papers), which are the non-topological features. Therefore, 

diversification should also be in presence for these non-topological 

features. However, the existing diversification models focus purely 

on network topologies only, and totally ignore that attributes also 

expose diversity that should be fully exploited to meet the am- 

biguous query intend. 

In this paper, to model the diversification search problem in 

attributed networks, we first formulate a problem that considers 

only the attribute coverage diversification (ACD). We show that the 

optimization objective of the ACD problem is a non-decreasing 

submodular function, and give a marginal gain based greedy al- 

gorithm that yields a (1 − 1 /e ) -approximation near-optimal solu- 

tion. To further improve novelty of the search result, we extend 

the ACD problem with the r -dissimilar constraint that captures the 

dissimilarity between result nodes based on the topological struc- 

ture of the graph. We show that the new problem becomes more 

complicated, because adding a new node to the result set follow- 

ing the monotonicity may break the dissimilarity constraint and 

hence the existing techniques cannot be applied any more. Our 

model requires to solve a new problem called Dissimilarity Con- 

strained Non-monotone Submodular Maximization (DCNSM). Based 

on constructing a dissimilarity-based graph, we propose a greedy 

algorithm achieving an approximation ratio of 1/ �, where � is 

the maximum degree of its dissimilarity-based graph, and runs in 

O (k ( a | V | + | E | ) ) time. 

The main contributions of this paper are: (1) We formu- 

late the problem of node attribute coverage diversification (ACD) 

for top- k similarity search in attributed networks as that of 

maximizing a monotone submodular function, and give a (1 −
1 /e ) -approximation near-optimal solution. (2) We formulate the 

dissimilarity-constrained node attribute coverage diversification 

problem, an extended ACD problem, as that of maximizing a 

dissimilarity-constrained non-monotone submodular function. We 

prove that no | V | 1 −ε-ratio approximation scheme exists for this 

1 http://dblp.uni-trier.de/xml/ . 

problem for any ε > 0 and present a linear-time (to | E |) algorithm 

achieving the optimal approximation ratio 1/ �, where � is the 

maximum degree of its dissimilarity-based graph. (3) We con- 

duct extensive experiments on both synthetic network datasets 

and real-world attributed network datasets, and the results show 

that our proposed dissimilarity-constrained node attribute cover- 

age diversification method significantly outperforms other meth- 

ods. 

2. Related work 

The work presented in this paper is closely related to similarity 

search on networks, submodular function maximization , and search 

result diversification on networks . 

2.1. Similarity search on networks 

There have been various measures to estimate similarity be- 

tween nodes on networks. Personalized PageRank (PPR) [14] is a 

random walk based measure evolved from the classic PageRank al- 

gorithm [29] . Similar to PPR, SimRank is defined recursively with 

respect to the “random surfer-pairs model”, and it evaluates the 

similarity between two nodes as the first-meeting probability of 

two random surfers. Existing algorithms like P-Rank [38] , TopSim 

[23] are extensions of SimRank. Some other examples include dis- 

counted/truncated hitting time [31] , penalized hitting probability 

[36] , and nearest neighbor [2,35] are also referred to as the ran- 

dom walk based method. Recently, a random path sampling based 

method—Panther [37] was proposed that can provably estimate the 

similarity between nodes efficiently and accurately. 

2.2. Submodular function maximization 

Submodularity is a property of set functions with deep theo- 

retical consequences and far-reaching applications. Submodular set 

functions have been widely applied to many fields, including doc- 

ument summarization [25] , image segmentation [17] , sensor place- 

ment [19] , diversifying search [3,24] , and algorithmic game theory 

[8] . Submodular function maximization captures classic NP-hard 

problems in the combinational optimization such as max cut, max- 

imum facility location and max k-cover problems [4,5,11,33] . Some 

studies dealt with submodular function maximization subject to 

various combinatorial constraints, such as the bases of a matroid 

[33] , multiple knapsack constraints [22] and submodular knapsack 

[16] . To the best of our knowledge, there is no published work for 

the problem of maximizing submodular functions subject to a dis- 

similarity (distance) constraint. 

2.3. Search result diversification on networks 

There are several studies on search results diversification in net- 

work data. DivRank [26] employs a time-variant random walk pro- 

cess to facilitates the rich-gets-richer mechanism in node ranking. 

Tong, et al. [32] propose a scalable diversified ranking algorithm 

by optimizing a predefined diversified goodness measure. Recently 

a neighbor expansion based diversified ranking method was pro- 

posed, with the assumption that nodes with large expansion would 

be dissimilar to each other [24] . Küçüktunç [20] proposed a mea- 

sure called expanded relevance which combines both relevance 

and diversity into a single function in order to measure the cover- 

age of the relevant part of the graph. These methods are designed 

to work with the simplified structural network without consider- 

ing node attributes. Our diversification model focuses on the at- 

tributed networks, and combines with a dissimilarity constraint as 

an explicit measure to eliminate redundancy. 
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