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EasyMiner.eu: Web Framework for Interpretable Machine Learning based on Rules and Frequent
Itemsets, Knowledge-Based Systems (2018), doi: 10.1016/j.knosys.2018.03.006

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.knosys.2018.03.006
https://doi.org/10.1016/j.knosys.2018.03.006


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

EasyMiner.eu: Web Framework for Interpretable

Machine Learning based on Rules and Frequent Itemsets
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Abstract

EasyMiner (http://www.easyminer.eu) is a web-based machine learning
system for interpretable machine learning based on frequent itemsets. The
system currently offers association rule learning (apriori, FP-Growth) and
classification (CBA). For association rule learning and classification, EasyMiner
offers a visual interface designed for interactivity, allowing the user to define
a constraining pattern for the mining task. The CBA algorithm can also
be used for pruning of the rule set, thus addressing the common problem
of “too many rules” on the output, and the implementation supports auto-
matic tuning of confidence and support thresholds. The development version
additionally supports anomaly detection (FPI and its variations) and linked
data mining (AMIE+). EasyMiner is dockerized, some of its components are
available as open source R packages.
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1. Introduction

Rules are one of the most accessible forms of knowledge that can be
derived from data, and can thus serve as a basis for a machine learning
framework focused on generation of interpretable models. In order to ensure
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