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a b s t r a c t 

Social network analysis provides meaningful information about behavior of network members that can 

be used for diverse applications such as classification, link prediction. However, network analysis is com- 

putationally expensive because of feature learning for different applications. In recent years, many re- 

searches have focused on feature learning methods in social networks. Network embedding represents 

the network in a lower dimensional representation space with the same properties which presents a 

compressed representation of the network. In this paper, we introduce a novel algorithm named “CARE”

for network embedding that can be used for different types of networks including weighted, directed and 

complex. Current methods try to preserve local neighborhood information of nodes, whereas the pro- 

posed method utilizes local neighborhood and community information of network nodes to cover both 

local and global structure of social networks. CARE builds customized paths, which are consisted of local 

and global structure of network nodes, as a basis for network embedding and uses the Skip-gram model 

to learn representation vector of nodes. Subsequently, stochastic gradient descent is applied to optimize 

our objective function and learn the final representation of nodes. Our method can be scalable when new 

nodes are appended to network without information loss. Parallelize generation of customized random 

walks is also used for speeding up CARE. 

We evaluate the performance of CARE on multi label classification and link prediction tasks. Experi- 

mental results on various networks indicate that the proposed method outperforms others in both Micro 

and Macro-f1 measures for different size of training data. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

There has been remarkable growth in online social networks 

and the number of their users. Valuable information can be ex- 

tracted from social networks by analyzing both their structure and 

content. Machine learning techniques are used as a way to extract 

valuable features from social networks for different analysis tasks 

such as classification [1–3] , recommendation [4,5] and link predic- 

tion [6–9] . These learning methods can be both supervised and un- 

supervised. Supervised learning algorithms are able to extract fea- 

tures better for a specific task on social networks but their scala- 

bility would be challenging for large networks. On the other hand, 

unsupervised methods can handle scalability of feature learning 

methods; however, the extracted features show low accuracy in 

different network analysis tasks. They are too general to give valu- 

able information for a specific task. [10–16] . 
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Network embedding, as an unsupervised representation learn- 

ing task, tries to extract informative lower dimensional represen- 

tation of network nodes. It learns social relationships of network 

nodes in a low dimensional space to preserve both microscopic 

and macroscopic network structure including various proximity or- 

ders, community membership and their inherent properties. These 

representation vectors can be used in different social network 

analysis tasks such as classification [17] , recommendation [18] and 

link prediction [6] . Some of classic network embedding methods 

use eigenvectors of affinity graph as feature vectors [10,15,19,20] . 

Graph factorization is another technique which is used for network 

embedding [21] . The aforementioned approaches suffer from scal- 

ability for large social networks. 

In recent years, deep learning as an unsupervised method is 

widely used in natural language processing which a detailed de- 

scription of these researches can be found in [11] . There are also 

many researches that have used deep learning for social network 

embedding [22–25] . Network embedding methods try to repre- 

sent graph nodes with some informative feature vectors. DeepWalk 

[22] , LINE [23] and Node2vec [24] are the most important meth- 

ods that are proposed in the recent years. Though, these methods 
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show good performance in comparison to other graph represen- 

tation methods such as Spectural clustering, but they attempt to 

extract only local structural information from each node, and then 

employ them to learn final representation of the node. However, 

communities are important structural information ignored by these 

methods [26] . 

Community structure imposes constraints in a higher structural 

level on the nodes’ representation. The representation of nodes 

within a community should be more similar than those belong- 

ing to different communities. Furthermore, for two nodes within a 

community, even if they only have weak relationship in local struc- 

ture due to the data sparsity issue, their similarities will also be 

strengthened by the community structure constraint. Thus, incor- 

porating community structure in network embedding can provide 

effective and rich information to solve data sparsity issues in global 

structures and moreover, make the learned nodes’ representation 

more discriminative [25] . 

In this paper, we propose a new network embedding method 

called “CARE,” which utilizes community information of network 

nodes to capture more structural information of networks. Some 

previous researches tried to embed community information on 

nodes’ representation. For instance, Grover et al. in [24] only con- 

sider the community members that their distance to the source 

nodes is less than 2. However, in real-world networks which com- 

munities have thousands of members, Node2vec would not be able 

to consider information about the nodes that their distance is more 

than two from the source of random walk because Node2vec cre- 

ates second order random walks. CARE can also produce the rep- 

resentation vector of nodes for arbitrary type of networks such as 

weighted, complex and directed. 

CARE, firstly, extracts communities of the input network. We 

prepare this information with the Louvain method [27] which has 

effective performance on different social networks. To learn fi- 

nal representations, we generate some community aware random 

walks that consider both first and higher order proximities as well 

as community membership information for each node. The cus- 

tomized paths contain the nodes that are in the same neighbor- 

hood structure as well as nodes that belong to the same commu- 

nity. CARE makes several customized paths for each network node 

to embed different structural information into final representation. 

Finally, the customized random walks are used as contextual in- 

formation to learn final representation of nodes by the Skip-gram 

learning model. 

CARE is evaluated with two social network analysis tasks: multi 

label classification and link prediction. The experimental results 

show that CARE outperforms Node2vec with a gain of 50% on multi 

label classification with BlogCatalog dataset and 3% on the link 

prediction task for PPI dataset. 

To summarize, we make the following contributions: 

- We present a novel network embedding algorithm named CARE 

that learns the representation of nodes for different types of 

networks such as: weighted, directed and complex networks. 

- Our method can preserve community information of the net- 

work in the learned representation vectors while the previous 

researches are not able to define an optimization function con- 

sidering this information explicitly. 

- CARE preserves all properties of the network structure through 

the generation of customized paths for each node, indepen- 

dently. Therefore, it spends less time to learn final represen- 

tations of nodes because of parallel path generation. 

- We empirically evaluate the algorithm on multi label classifica- 

tion and link prediction problems with different real world so- 

cial networks. The experimental results indicate the efficiency 

of CARE in contrast to other network embedding methods. 

The rest of paper is organized as follows: In Section 2 , we sum- 

marize related works to network embedding. We explain details of 

CARE in Section 3 . Section 4 outlines the experimental results on 

two network analysis tasks. Finally, Section 5 presents conclusion 

and future works. 

2. Related works 

In this section, we review recent researches related to unsu- 

pervised representation learning of network nodes. Some feature 

learning approaches use adjacency matrix of the network and try 

to preserve the first order proximity of nodes. These researches 

act as dimension reduction methods and find the best eigenvec- 

tors of network matrices [10,15,16,19–21,28] to use as the feature 

vector of networks. Eigenvector decomposition is usually compu- 

tationally expensive. Furthermore, they only consider immediate 

neighborhood of nodes and do not use higher order proximities 

and community information. So, they are unable to preserve the 

global structure of networks. As a result, the learned representa- 

tions would not provide an appropriate performance on diverse 

network analysis tasks. 

In recent years, deep learning is used as an alternative to learn 

feature vector of network nodes. These methods have utilized deep 

learning to learn representation vectors. They generate random 

walks with different graph exploration strategies and have em- 

bedded them as contextual information into the Skip-gram model. 

DeepWalk was the first method that used the Skip-gram model 

[22] . It treats DFS like search strategy to generate random walk. 

Despite the good performance on multi label classification, this 

method failed to preserve global network structure because it does 

not consider community information of network nodes. LINE uses 

first and second order proximities to learn nodes’ representation, 

but it also preserves local information of the networks [23] . The 

authors in [23] define two independent functions for first and 

second order proximities but they ignore community information. 

LINE and DeepWalk also fail to learn representation vector for net- 

work edges. 

Node2Vec makes random walks based on DFS and BFS like 

strategies [24] . While Node2vec uses two controlled parameters to 

consider both homophily [29] and structural equivalences [30] of 

networks, it does not guarantee to reach different nodes of a com- 

munity. The main reason for this problem is that these algorithms 

only consider second order proximities and cannot reach the nodes 

that their distance is more than 2 from the start node of ran- 

dom walk. Because in real networks, there are many nodes in a 

community and obviously their distance is greater than two, thus 

Node2vec would not consider all the community members dur- 

ing creation of random walks for a node. SDNE proposes a semi- 

supervised deep model, which has multiple layers of non-linear 

functions, thereby being able to capture the highly non-linear net- 

work structure [31] . It exploits the first and second-order prox- 

imity jointly to preserve the network structure, but it doesn’t use 

community information. 

The proposed method in [25] uses modularized non negative 

matrix factorization to preserve both microscopic and macroscopic 

information of networks. The authors in [25] define two indepen- 

dent model to embed local and community information indepen- 

dently and then optimize the joint function to learn the represen- 

tation of nodes. They learn local and community structure sepa- 

rately. Consequently, they combine the final representations. Their 

final representation is not general enough to be used in different 

network analysis tasks because It also has some local structure in- 

formation loss because it combines first and second order proximi- 

ties in a unified matrix. Unification of matrices leads to missing in- 

formation about different proximities during representation learn- 

ing. Their method also suffers from scalability when the networks 
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