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Abstract: Topic sentiment joint model aims to deal with the problem about the mixture of 

topics and sentiment simultaneously from online reviews. Most of existing topic sentiment 

modeling algorithms are mainly based on the state-of-art latent Dirichlet allocation (LDA) 

and probabilistic latent semantic analysis (PLSA), which infer sentiment and topic 

distributions from the co-occurrence of words. These methods have been proposed and 

successfully used for topic and sentiment analysis. However, when the training corpus is 

small or when the documents are short, the textual features become sparse, so that the results 

of the sentiment and topic distributions might be not very satisfied. In this paper, we propose 

a novel topic sentiment joint model called weakly supervised topic sentiment joint model with 

word embeddings (WS-TSWE), which incorporates word embeddings and HowNet lexicon 

simultaneously to improve the topic identification and sentiment recognition. The main 

contributions of WS-TSWE include the following two aspects. (1) Existing models generate 

the words only from the sentiment-topic-to-word Dirichlet multinomial component, but the 

WS-TSWE model replaces it with a mixture of two components, a Dirichlet multinomial 

component and a word embeddings component. Since the word embeddings are trained on a 

very large corpora and can be used to extend the semantic information of the words, they can 

provide a certain solution for the problem of the textual sparse. (2) Most of previous models 

incorporate sentiment knowledge in the β priors. And the priors are usually set from a 

dictionary and completely rely on previous domain knowledge to identify positive and 

negative words. In contrast, the WS-TSWE model calculates the sentiment orientation of each 

word with the HowNet lexicon and automatically infers sentiment-based β priors for 

sentiment analysis and opinion mining. Furthermore, we implement WS-TSWE with Gibbs 

sampling algorithms. The experimental results on Chinese and English data sets show that 

WS-TSWE achieved significant performance in the task of detecting sentiment and topics 

simultaneously. 
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