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a b s t r a c t 

Historical wind power production figures are not available when a new wind farm goes into power pro- 

duction. It is thus difficult to forecast power productions of such wind farms that is required for demand 

management. Wind power is a function of weather variables and it is likely that weather patterns of the 

new station is similar to some existing operational wind farms. It will thus be interesting to investigate 

how the forecast/prediction models of the existing wind farms can be adapted to generate a prediction 

model for new stations. On this regard, we explore a particular branch of machine learning called Multi 

Source Domain Adaptation (MSDA). MSDA approaches identify a weighing mechanism to fuse the pre- 

dictions from the source models (i.e. existing stations) to produce a prediction for the target (i.e. new 

station). The weights are computed based on similarity of data distributions between source and target. 

Conventional MSDA approaches utilise an instance based weighting scheme and we identified that fails 

to capture the data distribution of wind data sets appropriately. We thus propose a novel cluster based 

MSDA approach that captures wind data distribution in terms of natural groups that exist within data 

and compute distribution similarity (and source weight) in terms of cluster distributions. Experimental 

results demonstrate that cluster based MSDA approach can reduce regression error by 20.63% over in- 

stance based MSDA approach. 

© 2017 Published by Elsevier B.V. 

1. Introduction 

Wind power [1–4] normally can be expressed as function of dif- 

ferent weather variables [5–8] . Historical weather data and wind 

generated power figures can be used to train learning algorithms 

to generate prediction models. The prediction model can be used 

to estimate power production figures over short and long term. 

The predicted estimations can be used for demand management 

by optimal balancing between fossil fuel generated power plants 

and renewable energy sources. Historical power production figures 

are unavailable for new stations although we can obtain historical 

weather data for such new stations (from weather bureaus). We 

thus cannot train prediction models for new stations. 

It is, however, possible that weather pattern of a new station 

has some level of similarity with that of an already operating wind 

power station (we called them old stations). As wind power is nor- 

mally a function of weather patterns [5–8] , the prediction models 
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of such old stations can be manipulated to predict power for the 

new stations. If multiple old stations have weather patterns similar 

to the new station, the predictions from these models can be fused 

to produce an ensemble prediction for the new station. This phi- 

losophy is used in this research to design a novel transfer learning 

approach to predict wind power in a new station based on knowl- 

edge of already operating old stations. 

Learning models of unlabelled data sets based on their data dis- 

tribution similarity with other data sets is called transfer learning 

[9,10] – a specific branch of machine learning. Models are trained 

on labelled data sets (called sources) and are adapted to suit the 

unlabelled data sets (called targets). In our application scenario, 

the olds wind power stations with production figures are source 

stations and the new stations with no historical power production 

figures (i.e. labels) are target stations. The source domains and the 

target domains are different but related to some extent. More im- 

portantly similar weather variables influence the wind power pro- 

duction in most stations. This implies the feature space of source 

and target wind power stations are similar. This points to learn- 

ing algorithms from a specific branch of transfer learning called 

domain adaptation [11] . 
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In domain adaptation problems, the feature spaces between 

the source and target domains are the same. However, the distri- 

butions of the input data are different between source and tar- 

get. A good number of approaches are developed to deal with 

single-source domain adaptation problems [12] . In practice, how- 

ever, multiple source domain may become available for training. 

For our application domain, there can exist multiple wind power 

stations with data distribution similar to the target station. Under 

such scenarios, we lose significant amount of information if only 

one source is used for training. We thus adopt the Multi–Source 

Domain Adaptation (MSDA) approach to this problem where there 

are multiple source domains available. The key research challenge 

with MSDA approaches is how to select good sources/samples for 

the adaptation. 

The most common approach to MSDA is to combine data from 

all the sources into one source data set. This approach, however, 

ignores the difference among the sources. An alternative approach 

way is to train a learning algorithm on each source and fuse these 

multiple base classifiers. The fusion can happen by assigning equal 

or unequal weights to all the source stations. The combined model 

can get a reasonable high accuracy for the target problem. A num- 

ber of instance based MSDA approaches are observed in the liter- 

ature [13–15] where marginal and conditional probability distribu- 

tion are computed at source and target. The difference between the 

distributions are calculated to compute the weight of the source. 

The key problem with instance based approach is that it fails 

to capture the structure of the data and hence the distribution. 

We thus propose a cluster based approach. Clusters the represent 

the structure and distribution within the data. We can treat each 

cluster as a building block and express the distributions in terms 

of clusters. Cluster based learning has shown promise in ensem- 

ble learning [16–21] and recently shows promising results on wind 

power prediction [22] . We adopt this philosophy to transfer learn- 

ing. To the best of our knowledge cluster based MSDA approach 

is novel and not explored before for wind power prediction. We 

investigate the following research question in this novel research: 

1. How well are wind data sets represented by cluster based dis- 

tributions 

2. How well the proposed cluster based MSDA approach performs 

against straightforward approach of combining all the source 

data sets 

3. How well the proposed cluster based weighted MSDA approach 

performs against unweighted approach of combining all the 

source models 

4. How well the proposed cluster based weighted MSDA approach 

performs against instance based weighted MSDA approach 

Note that the proposed approach finds similarity between wind 

power stations based on their wind pattern. It does not explic- 

itly consider spatial correlation or terrain information during the 

similarity computation process. If two stations are nearby and 

have identical wind pattern, the proposed approach is likely to 

put higher weights for those stations. Similarly, wind power sta- 

tions having identical terrain and similar wind pattern will be 

given higher weights as well. Hence the proposed approach im- 

plicitly takes the spatial correlation or terrain factor into consider- 

ation and is thus different to the ones that explicitly utilises spatial 

[23–25] or terrain [26,27] information. 

The paper is organised as follows. Section 2 presents the pro- 

posed cluster based MSDA approach. Section 3 presents the fea- 

tures extracted from wind data for using in regression models. The 

experimental setup is detailed in Section 4 . Our finding and asso- 

ciated discussion is presented in Section 5 . Finally, we summarise 

our conclusions in Section 6 . 

2. Proposed cluster based MSDA approach 

Learning algorithms need to be trained on datasets of old power 

stations (where produced power figures are available) in multi–

source domain adaptation approach. These labelled data sets from 

old stations are called source data set (labelled). Historical power 

production figures are unavailable for new stations and in MSDA 

approach such stations are called targets. We can obtain histori- 

cal weather data for the new stations (from weather bureaus) that 

work as the inputs to the learning algorithms and these unlabelled 

data sets (data sets with no power production figures) are called 

target data set. We propose an MSDA approach where target la- 

bels (i.e. tentative power production figures) are produced for the 

target data set based on prediction models of the source data sets 

and combined into an ensemble prediction. 

Similarities are formulated between each source and target in 

terms of Marginal Probability Distribution (MPD) and Conditional 

Probability Distribution (CPD). These similarity measures are used 

as weights on the predicted power estimations from each source 

on target data to produce a unique estimation. Methods vary in 

terms of computing MPD, CPD, and similarity measures [13] while 

the underlying concept remains the same. 

The way MPD and CPD is computed in the literature on MSDA 

leaves space for investigation of different approaches for their 

computation. We propose a new cluster distribution based com- 

putation of MPD and CPD. Clusters exist naturally within data and 

they present a good representation of underlying data distribution. 

Incorporation of clustering leads to better classification process and 

is evidenced in the literature [16–21] . In this research, we present 

a novel approach to represent data distribution in terms of its clus- 

ters and compute MPD and CPD based on cluster representation of 

the data. To the best of our knowledge this is a novel approach in 

the Transfer Learning domain. 

2.1. Representing data distribution 

We represent the distribution of the data in terms of the nat- 

ural clusters that exist within the data. Let there exists k clusters 

within the data. We compute the clusters and the cluster member- 

ship of the data points using k –means clustering algorithm. Each 

cluster is treated as pattern. If a data set is partitioned into k clus- 

ters, it is assumed to be composed of k patterns. The MPD and CPD 

are computed in terms of the k patterns. 

2.1.1. Computing MPD 

Marginal probability distribution refers the occurrence fre- 

quency of a pattern within the data. Let X = { x 1 , x 2 , . . . , x N D } rep- 

resents the instances in the data set and | X| = N D where | ◦| rep- 

resents the cardinality of a set. Let X k be the set of instances in 

cluster k where 1 ≤ k ≤ N k . Marginal probability distribution of clus- 

ter/pattern k is computed as: 

MP D k = 

| X k | 
| X | (1) 

Note that 
∑ N k 

k =1 
MP D k = 1 . If the number of instances belong- 

ing to a cluster is high, it’s occurrence frequency will be high and 

so will be its MPD. If a cluster is infrequent, and composed of a 

relatively small number of instances, it will have a low MPD. 

2.1.2. Computing CPD 

Conditional probability distribution computes the occurrence 

frequency of a target class given a pattern. As the output space 

(i.e. power figures) of the learning algorithm is continuous num- 

ber, we first need to discretise the power production figures. Let 

the output space is discretised into N l bins numbered as 1 , . . . , N l . 

We call each bin a class and we use the letter c as a bin label 
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