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a b s t r a c t 

Active learning has become an important area of research owing to the increasing number of real-world 

problems in which a huge amount of unlabelled data is available. Active learning strategies are commonly 

compared by means of visually comparing learning curves. However, in cases where several active learn- 

ing strategies are assessed on multiple datasets, the visual comparison of learning curves may not be the 

best choice to conclude whether a strategy is significantly better than another one. In this paper, two 

comparison approaches are proposed, based on the use of non-parametric statistical tests, to statistically 

compare active learning strategies over multiple datasets. The application of the two approaches is illus- 

trated by means of a thorough experimental study, demonstrating the usefulness of the proposal for the 

analysis of the active learning performance. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Machine learning aims at constructing computational algo- 

rithms capable of determining general patterns from available data. 

In the learning process, not all data are useful, because noisy, re- 

dundant and incomplete data can affect in many ways the perfor- 

mance of a learning algorithm. Consequently, the acquisition of a 

high-quality and compact dataset (a.k.a. training set) from which 

the learning algorithm can determine useful patterns is of the most 

importance [70,75] . 

Sample selection is a crucial preprocessing step in data min- 

ing [66] . Sample selection methods aim at selecting select a repre- 

sentative subset from the original dataset, in such a manner that 

the performance of the learner generated from the selected sub- 

set would be similar (or even better) than on the original dataset. 

The main advantages in applying sample selection methods are 

as follows [39,49,70,76] : (I) reduction of the storage requirements 

by removing redundant information from datasets, (II) decrease 

in computation efforts for predicting new patterns, (III) improve- 

ment of the performance of learning algorithms by removing noise 

and outliers, (IV) a higher efficiency when working on large-scale 

datasets, and (V) minimizing the labelling cost. 
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Sample selection methods can be roughly classified into two 

categories [70] : instance selection and active learning. Instance se- 

lection aims at condensing a dataset by filtering noisy and redun- 

dant data [2] . Instance selection methods can be categorized into 

two groups [27] : wrapper methods where the selection criterion is 

based on the accuracy of a learner, and filter methods where the 

selection criterion is not based on the results of a learner. 

On the other hand, active learning methods process incomplete 

data, referring to data comprising missing labels, by selecting in- 

stances from unlabelled datasets, thus reducing the labelling ef- 

fort and the cost of training an accurate model [18,52,59] . Nowa- 

days, we find many modern problems in which a huge amount 

of unlabelled data is available. Sometimes, the labelling process 

may be subject to little or no cost. However, for many super- 

vised learning tasks, data labelling is a time-consuming process 

that requires expert handling [59] . Successful applications of ac- 

tive learning include text categorization [30,42,64] , image classifi- 

cation [9,31,68] , protein structure prediction [6] , natural language 

processing [47,67] , information retrieval [69,77] , and information 

extraction [37,60] . 

Active learning methods can be categorized according to the 

type of selection strategy (a.k.a. query strategy) used to itera- 

tively select the unlabelled instances [59] . Many different types of 

query strategies have been proposed in the literature, including: 

uncertainty-based query [10,38,57,60] , version space-based query 

[1,43,62] , expected model change-based query [60,61] , expected 

error reduction-based query [3,44,56] , variance reduction-based 
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query [7,8,58] , density-weighted methods [19,46,60] , and recently, 

the Gaussian process-based query has gained increasing attention 

[78,79] . 

Active learning is similar to wrapper-based instance selection 

since they always involve a learning algorithm involved in the pro- 

cess. However, in the active learning process, an annotator (e.g. a 

human expert) is also required for labelling the selected unlabelled 

instances. Active learning is an iterative process, that in each it- 

eration a selection strategy selects a set of unlabelled instances, 

the instances selected are labelled by the annotator, the instances 

are added to the training set, and the learning algorithm is trained 

with the new training set. 

In this paper, we focus on the active learning paradigm and we 

aim to study the following problem: Given n selection strategies that 

are assessed on m datasets, determine whether the selection strategies 

differ significantly in performance . In other words, we aim to study 

how to statistically compare active learning strategies over multi- 

ple datasets. 

According to the No Free Lunch theorem, it is not possible to 

find one algorithm which performs best for all possible problems 

[72,73] . Consequently, the evaluation of experimental results is 

considered an essential part of any research, and over the last few 

years, statistical tests have been increasingly used by authors to 

validate results and draw conclusions when comparing algorithms. 

Since the publication of Demšar’s work [11] , non-parametric sta- 

tistical tests have been widely used to validate empirical results 

obtained by algorithms in areas such as machine learning [20,22] , 

data mining [21] and computational intelligence [12,13,21,23] . Non- 

parametric tests are preferred over parametric tests, due to the 

absence of strong limitations (normality, independence and ho- 

moscedasticity) regarding the kind of data to be analysed [11] . 

Despite the call made by the machine learning scientific com- 

munity for a correct statistical analysis of published results, there 

has not been a rigorous use of statistical tests to compare the per- 

formance of the active learning methods. To date, selection strate- 

gies have been commonly evaluated by visually comparing learn- 

ing curves [59] . The visual comparison of learning curves provides 

a qualitative way to determine whether an active selection strat- 

egy outperforms another one. However, the visual comparison of 

several learning curves can often be very confusing, as the curves 

may overlap. The visual comparison of learning curves is further 

complicated when several selection strategies with similar perfor- 

mances are compared over a large number of datasets. 

In this work, two comparison approaches are proposed, based 

on the use of non-parametric statistical tests, to compare active 

learning methods. The first approach is based on the analysis of 

the area under learning curve and the rate of performance change. 

The second approach considers the intermediate results derived 

from the active learning iterations. To the best of our knowledge, 

this work is the first attempt at examining how to do statistical 

comparisons of active learning strategies over multiple datasets. A 

thorough experimental study was conducted to illustrate the ap- 

plication of the two approaches proposed in this work, evaluating 

four selection strategies on 26 datasets, showing the usefulness of 

our proposal for a better comparison of the active learning meth- 

ods. 

The remainder of this paper is arranged as follows: 

Section 2 shows some basic definitions and the state-of- 

the-art in the evaluation of the active learning performance. 

Section 3 presents the two approaches proposed to statistically 

compare active learning strategies. Section 4 describes the experi- 

mental study carried out in this work. Section 5 introduces some 

guidelines. Finally, Section 6 provides some concluding remarks. 

2. Preliminaries 

This section describes the basic definitions used throughout this 

work. Moreover, a review of the state-of-the-art techniques for the 

evaluation of the active learning performance is carried out. 

2.1. Basic definitions 

Let us say � is the base classifier used in an active learning pro- 

cess, L and U represent the labelled set and unlabelled set, respec- 

tively, and θ is a selection strategy that selects a set of unlabelled 

instances from U using some selection criterion. Active learning is 

an iterative process, that commonly performs in each iteration the 

following steps: 

1. θ selects a subset of unlabelled instances from U . 

2. The selected instances are labelled by an annotator (e.g. a hu- 

man expert). 

3. The selected instances are added to L and removed from U . 

4. � is trained with the labelled set L . 

5. The performance of � is tested (optional). 

These steps are repeated iteratively. In the active learning liter- 

ature, several stopping conditions have been proposed. Commonly, 

the active learning process is repeated k times (number of itera- 

tions). However, the performance of the base classifier can be used 

as stopping criterion when it has attained a certain level. The way 

of testing the performance of the base classifier depends on the 

problem studied. The performance of the base classifier is evalu- 

ated by using a test set and analysing an evaluation measure. 

Let us say L i and U i are the labelled set and unlabelled set, re- 

spectively, in the i th iteration of the active learning process, and �i 

is the classifier constructed in the i th iteration using L i as training 

set. 

Definition 2.1. Superiority of a classifier . A classifier �1 is consid- 

ered superior to a classifier �2 , denoted as �1 ��2 , if �1 has a 

better performance than the classifier �2 , where both classifiers 

were assessed under the same conditions. 

Definition 2.2. Ideal selection strategy . A selection strategy is con- 

sidered ideal if it is able to select in every iteration a set of unla- 

belled instances implying the construction of a classifier that it is 

superior to all classifiers generated in previous iterations. 

The following axiom is derived directly: 

Axiom 2.1. An active learning process with an ideal selection strat- 

egy generates a sequence of classifiers �1 , �2 . . . , �k satisfying 

�k � �k −1 � . . . � �1 . 

An active learning process can be represented as a learning 

curve which plots the performance attained by the base classifier 

in every iteration. Fig. 1 represents an active learning process us- 

ing an ideal selection strategy. Fig. 1 a shows a case where the per- 

formance of the base classifier was assessed in each iteration by 

analysing a maximal evaluation measure, whereas Fig. 1 b shows 

a case for a minimal evaluation measure. When a maximal mea- 

sure is analysed, the higher the value, the better the performance, 

whereas for a minimal measure the opposite occurs. Without loss 

of generality, we analysed in this work the case where the base 

classifier is assessed by using a maximal evaluation measure. 

It is always desired that a selection strategy behaves as an ideal 

selection strategy; i.e. a better classifier would be generated in 

each active learning iteration. However, this condition is difficult 

to attain, since the performance of a selection strategy can be bi- 

ased in several ways by the base classifier used and the character- 

istics of the unlabelled data. In fact, in some iterations, a selection 

strategy can select a set of unlabelled instances that possibly could 
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