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a b s t r a c t 

Applying unlabeled data in semi-supervised self-training can significantly improve the accuracy of a su- 

pervised classifier, but in some cases, it may dramatically decrease the classification accuracy. One reason 

for such degradation is a lack of labeled data for training an initial classifier in the self-training process. 

In this paper, we propose a method to determine the sufficiency of the labeled data and two methods 

to improve the labeled dataset in the insufficient portion. To determine the sufficiency of labeled data, 

we apply a semi-supervised cluster technique to estimate the labeled data distribution over the training 

set. The results show that the accuracy obtained from the final classifiers in clusters without labeled data 

is markedly lower than that obtained from clusters with labeled data. The two methods we propose for 

improving the labeled dataset are active labeling and co-labeling, for ensuring the sufficiency of labeled 

data. Comparison experiments on UCI and real-world datasets show that the proposed methods are an 

effective preprocessing step for determining and obtaining a sufficient quantity of labeled data, which is 

essential for attaining accuracy in a semi-supervised self-training classifier. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Semi-supervised learning is a machine learning technique that 

applies unlabeled data along with labeled data to train a system. 

Semi-supervised learning is an approach that lies between super- 

vised learning, which is learning with labeled data only, and unsu- 

pervised learning, which is learning with unlabeled data only [1] . 

A labeled dataset consists of attribute values and their correspond- 

ing class labels, whereas unlabeled data consist of only the at- 

tribute values. Labeled data are rather scarce because class label- 

ing is a costly and time-consuming process. Although large quan- 

tities of unlabeled data are readily available, we cannot use them 

in standard supervised learning techniques. Hence, the lack of la- 

beled data is a major difficulty in developing a competent learner, 

particularly in classification tasks. 

Semi-supervised learning takes advantage of the vast quantity 

of unlabeled data available along with related labeled data infor- 

mation to train an efficient classifier. There have been many stud- 

ies on semi-supervised learning approaches, which include self- 

training [2] , co-training [3] , generative models [4] , graph-based 

methods [5] , and semi-supervised support vector machines [6] . 
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One of the most simple, efficient, and widely used approaches is 

a self-training approach. 

The process of self-training is simple and straightforward. First, 

the labeled data are used to train an initial classifier. Then, the 

initial classifier assigns the predicted class labels to the unlabeled 

data having the highest confidence values. The newly labeled data 

are then included and used to update the initial classifier. The pro- 

cess repeats until a stopping criterion is met, such as that all un- 

labeled data have been assigned a class label. Finally, the origi- 

nally labeled and the newly labeled data are combined and used 

to train the final classifier. The advantage of self-training is that it 

does not require a specific assumption, and as a result, it can be 

used in almost any situation. The self-training approach is widely 

used in many domains, including object detection [7] , face recog- 

nition [8] , sentence parsing [9] , EEG classification [10,11] , and time 

series problems [12] . 

Although the use of unlabeled data is beneficial, it can also de- 

grade the classifier’s performance. In recent years, questions re- 

garding the usefulness of unlabeled data have been investigated in 

the area of semi-supervised learning [4,13–16] . However, the study 

of semi-supervised self-training has not received much attention. 

In self-training, unlabeled data can degrade the performance of a 

classifier if they are incorrectly labeled as an improper class by the 

initial classifier. Most studies have tried to avoid such mislabeling 

of data by post-processing, e.g., applying a noise-filtering method 

to remove the mislabeled data [17] , self-training with editing [18] , 

https://doi.org/10.1016/j.knosys.2017.12.006 

0950-7051/© 2017 Elsevier B.V. All rights reserved. 

Please cite this article as: N. Piroonsup, S. Sinthupinyo, Analysis of training data using clustering to improve semi-supervised self-training, 

Knowledge-Based Systems (2017), https://doi.org/10.1016/j.knosys.2017.12.006 

https://doi.org/10.1016/j.knosys.2017.12.006
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
mailto:nareeporn.p@chula.ac.th
mailto:naree.p@gmail.com
mailto:sukree.s@chula.ac.th
https://doi.org/10.1016/j.knosys.2017.12.006
https://doi.org/10.1016/j.knosys.2017.12.006


2 N. Piroonsup, S. Sinthupinyo / Knowledge-Based Systems 0 0 0 (2017) 1–16 

ARTICLE IN PRESS 

JID: KNOSYS [m5G; December 13, 2017;4:35 ] 

or self-training with a nearest neighbor rule using cut edges [19] . 

However, the post-processing may edit the class of correctly la- 

beled data into incorrectly labeled data or it may filter out correct 

data, thereby letting incorrect data be feed into the training pro- 

cess for the final classifier. 

In this paper, we propose preprocessing methods for semi- 

supervised self-training. The first proposed method is an approach 

to analyze the sufficiency of labeled data for training the efficient 

initial classifier in self-training. We investigate the sufficiency of 

labeled data by considering the distribution of labeled data over 

the training dataset. The distribution of data is approximated by a 

semi-supervised clustering method that divides the data into two 

categories: a labeled cluster that contains a number of labeled 

data, and an unknown cluster that contains no labeled data. Our 

analysis showed that the accuracy of the semi-supervised classifier 

of data belonging to the unknown clusters is lower than that for 

those belonging to the labeled clusters and that the difference is 

statistically significant. The results indicate insufficiency of labeled 

data for data belonging to unknown clusters. 

To improve the accuracy of a semi-supervised classification, we 

then propose two methods to increase the quantity of labeled data 

in the unknown cluster. The first method is an active labeling that 

applies an active learning technique. The active labeling method 

selects the most informative and representative data in the un- 

known clusters and then gives a class label provided by the user 

to the selected data. The results show that the labeled dataset 

improved with active labeling significantly improves the perfor- 

mance of semi-supervised classification. However, the active label- 

ing requires manual action from the user. To overcome this lim- 

itation, we propose the second method, namely, co-labeling. The 

co-labeling method applies the efficient classifier to automatically 

label the selected data in the unknown cluster. The result shows 

that random forest is the best approach of the six approaches tried 

for assigning the class label. Moreover, the co-labeling with ran- 

dom forest was able to enhance the performance of a self-training 

classifier that was degraded by insufficient labeled data, to become 

significantly better than a supervised classifier on many datasets. 

To the best of our knowledge, this work is the first study that ana- 

lyzes the sufficiency of the training data for semi-supervised clas- 

sification. 

The structure of this paper is as follows. A review and discus- 

sion of semi-supervised self-training are presented in Section 2 . 

Related approaches to learning with unlabeled data and a clus- 

ter analysis are presented in Section 3 . A description of the pro- 

posed method to analyze the training data with semi-supervised 

clustering and experimental results are presented in Section 4 . The 

two proposed methods for improving the labeled dataset in semi- 

supervised classification are described in Section 5 . Finally, the last 

section provides a conclusion and directions for future work. 

2. Semi-supervised self-training 

Semi-supervised learning is a machine learning approach that 

applies both labeled and unlabeled data to create a learner. 

Whereas labeled data consist of attribute values and class labels, 

unlabeled data consist only of attribute values. Labeled data are 

scarce because a process to give a class label to each data item 

is costly and time-consuming, but unlabeled data are typically 

available. Semi-supervised learning is halfway between supervised 

learning (e.g., the training of support vector machines to classify 

positive and negative examples) and unsupervised learning (e.g., 

data clustering with the K-means algorithm) [1] . The objective of 

semi-supervised learning is to create a learner L with a set of la- 

beled data ( X l , y l ) and set of unlabeled data X u , where X denotes 

a vector of attribute values and y denotes a class label. The num- 

ber of labeled data is l and the number of unlabeled data is u , and 

l < < u . 

There are many semi-supervised learning approaches, includ- 

ing self-training [2] , co-training [3] , generative models [4] , graph- 

based methods [5,20] , transductive support vector machines [6] , 

and learning from positive and unlabeled examples [21] . Self- 

training is one of the most efficient, simple, and widely used meth- 

ods in many domains, including object detection [7] , face recogni- 

tion [8] , sentence parsing [9] , EEG classification [10,11] , and time 

series problems [12] . The self-training approach does not require 

any specific assumptions or prerequisites, as other approaches do. 

Moreover, self-training can be used along with other approaches, 

as in cost-sensitive learning [22] , ensemble methods [23,24] , and 

multiple classifier systems [25] . 

The process of self-training begins with the application of all 

available labeled data to train an initial classifier. Then, the initial 

classifier is used to find a class label for each unlabeled data item. 

The unlabeled data with the highest confidence values are com- 

bined with the originally labeled data to create a newly labeled 

dataset. The newly labeled dataset is then used to update the clas- 

sifier for labeling unlabeled data in the next iteration. This iterative 

process continues until a stopping condition is met, such as that all 

unlabeled data have been given class labels. Finally, the originally 

labeled dataset and the recently labeled dataset are combined and 

used to train a final classifier. A self-training algorithm is given as 

Algorithm 1 . 

Algorithm 1 Self-training. 

1: Initialize: 

2: Given (X train , y train ) = (X l , y l ) 

3: while stopping criteria not met do 

4: Train classifier C int from (X train , y train ) 

5: Use C int to predict class label y u of X u 
6: Select confidence sample (X con f , y con f ) ; (X con f , y con f ) ∈ 

(X u , y u ) 

7: Remove selected unlabeled data X u ← X u − X con f 

8: Combine newly labeled data (X train , y train ) ← (X l , y l ) ∪ 

(X con f , y con f ) 

9: end while 

Self-training overcomes the problem of insufficient labeled data 

by iteratively giving a class label to the unlabeled data having the 

highest confidence values. However, self-training can also intro- 

duce incorrectly labeled data into the original training set. This is 

because self-training uses a few labeled data, which may be in- 

sufficient, for training an initial classifier. To reduce the effect of 

the incorrectly labeled data in self-labeling, many techniques have 

been proposed, including self-training with editing [18] , which 

adds a step to correct the mislabeled data; noise filtering for self- 

training [17] , which applies a filtering method to refine the newly 

labeled data; and the self-training nearest neighbor rule using cut 

edges (SNNRCE) [19] , which applies a neighbor graph for labeling 

in the initial labeling step. To evaluate the performance of each 

self-labeling method, Triguero and Salvador García [26] conducted 

experiments to compare 14 self-labeling methods on 55 standard 

datasets and using four classification algorithms: k-nearest neigh- 

bor, decision tree, naive Bayes, and support vector machines. Their 

results showed that there is no single best method for all datasets; 

the most efficient method for one dataset might perform inef- 

ficiently on other datasets. Interestingly, the performance of the 

standard self-training method was outstanding on many datasets. 

In this work, we propose a new approach for improving 

standard semi-supervised self-training with preprocessing steps. 

Whereas most recent studies have focused on a post-processing 

technique to fix incorrectly labeled data, we propose a preprocess- 
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