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a b s t r a c t 

Big streaming data is an important kind of big data which we need new technology to process. Getting 

knowledge from online streaming data and making decision online can help us get more value from Big 

data. A proactive decision support system can predict future states and mitigate or eliminate undesired 

future states by taking some actions proactively. But it is difficult to handle some issues like the data 

distribution change in streaming data, combination of prediction and decision making, and the huge state 

space in decision making. In this paper, we propose a proactive decision support method based on deep 

reinforcement learning and state partition. The predictive analytics part uses deep belief networks with 

two level incremental training method. The deep reinforcement learning part uses deep belief networks 

as function approximation which is learned by semi-gradient method. Off-policy is supported through 

important sampling. Two kinds of state partition and parallel execution methods are proposed to improve 

the performance. The experimental evaluation in traffic congestion control application shows this method 

works well in both accuracy and performance. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Big streaming data is an important kind of big data. Usually 

stream data processing and online decision making can help us 

getting more value than batch processing of historical data. Re- 

cently some famous tools for stream processing have been devel- 

oped, such as Spark streaming, Storm and Apache Flink. Having 

been used in many applications, these tools shows high scalabil- 

ity and reliability when processing big streaming data. However, 

the limitation of these tools is that they can only support basic 

processing of stream, such as filtering, transformation and count- 

ing. Currently we require new technology to get knowledge form 

online streaming data and to make decisions at run time. Tradi- 

tional decision making is reactive which means agents are trig- 

gered by events and react to change states of the system. A new 

kind of decision making is called proactive decision making, which 

means system can mitigate or eliminate undesired future states, or 

to identify and take advantage of future opportunities, by applying 

prediction and automated decision-making technologies [1] . Proac- 

tive decision support is valuable for some applications in which 

the emerging of some states might be a disaster for the system. 

For example, a financial institution wishes to detect frauds or a fi- 

nancial regulator wishes to catch illegal trading patterns. Another 
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example is to predict the traffic status in road networks and take 

some actions proactively to mitigate or eliminate traffic congestion. 

Currently there are still some challenges to support proactive 

decision support for big streaming data. To predict future states, 

we need prediction methods for streaming data that has high accu- 

racy and performance. An important challenge for streaming data 

prediction is concept drift. Concept drift reflects a situation in 

which the input and/or output concepts do not follow a fixed and 

predictable data distribution. To address this issue, we need mod- 

els/algorithms that can be adjusted according to the change of data 

distribution. Sequential decision making for big streaming data is 

a more challenging technology. We need to handle the huge state 

space and action space, which usually make it difficult to use ex- 

act methods. If the state is composed of sub-states and action is 

composed of sub-actions, this problem becomes more serious. An- 

other important challenge is the exploration- exploitation dilemma 

which means the agent must exploit what it already knows to ob- 

tain reward, but it also must explore to make better action selec- 

tions in the future. 

In this paper, we proposed a Proactive Decision Support method 

based on Reinforcement Learning (PDSRL). This method uses a 

Deep Belief Network (DBN) to predict future states from event 

streams and reinforcement learning algorithm to support proactive 

decision making. The main contribution includes the following: 

- We propose a streaming data prediction method based on DBN. 

A two-layer incremental training method for DBN is proposed 

to address the concept drift issue of streaming data. 
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- We propose a proactive decision-making method with finite 

Markov Decision Processes (MDP). Prediction and reinforcement 

learning are combined to support proactive decision making. A 

n-step off-policy Temporal-Difference (TD) method is used for 

reinforcement learning. DBN is used as model for approximate 

value function. 

- Two state partition methods – vertical state partition and hori- 

zontal state partition, are proposed to improve the performance 

of reinforcement learning. 

We evaluated the PDSRL method with a traffic simulation sys- 

tem to support proactive congestion control. The evaluation result 

shows it works well to support proactive decision making for com- 

plex event streams. 

2. Related work 

2.1. Predictive analytics for streaming data 

Predictive analytics has been studied for many years and a se- 

ries of models and algorithms are proposed. Among these mod- 

els, Bayesian Network (BN) model and neural networks are widely 

used. Zheng et al. proposed a linear conditional Gaussian Bayesian 

network model to consider both spatial and temporal dimensions 

of traffic as well as speed information for short-term traffic flow 

prediction [2] . Their model allows both continuous and discrete 

variables, which enables the consideration of categorical variables 

in traffic flow prediction. Borchani et al. proposed a risk prediction 

method in credit operations stream based on dynamic Bayesian 

networks [3] . Their model is a special case of a more general 

framework that can accommodate more expressive models con- 

taining latent variables as well as more sophisticated feature selec- 

tion schemes. The advantage of BN is that it has rich mathematical 

theories and it can explain to users how the system came to its 

conclusions. 

Recently, some research work using deep neural network for 

predictive analytics is proposed. In the work of Lv et al., a stacked 

autoencoder model is used to learn generic event stream features, 

and it is trained in a greedy layer wise fashion [4] . Huang et al. 

proposed a predictive analytics method based on deep belief net- 

works [5] . Their method uses deep belief networks in the bottom 

level and a regression model is used on the top level to support the 

final prediction. Multitask learning is supported in the top regres- 

sion model to improve performance. Singh et al. proposed a deep 

learning method for stock prediction which uses 2-directional 2- 

dimensional Principal Component Analysis (PCA) and deep Radial 

Basis Function Neural Network (RBFNN) [6] . The advantage of deep 

neural network model is that it supports unsupervised low-level 

features learning which can help to get high accuracy when pro- 

cessing complex event streams. 

For streaming data analysis, the concept drift issue is still a dif- 

ficult problem at present. The key problem is how to design model 

that can reflect the concept drift and algorithms that can train the 

model incrementally. For abrupt drifts, a common idea is to learn 

different models from historical data and switch among models 

when data distribution is changed. Incremental drifts are more dif- 

ficult to be handled, because it cannot be detected by global drift 

detection approaches in the structural learning scenario and cannot 

be addressed by the parameter learning scenario either. Recently 

some incremental learning methods and evolving models are stud- 

ied. Acharya et al. proposed an incremental causal network con- 

struction algorithm over event streams [7] . Their algorithm infers 

causality by learning the temporal precedence relationships using 

incremental temporal network construction algorithm and the de- 

pendency by adopting an incremental Bayesian network construc- 

tion algorithm called the Incremental Hill-Climbing Monte Carlo. 

For neural network, a reasonable technology is self-organizing in- 

cremental neural network (SOINN) [8,9] . SOINN is a two-layer neu- 

ral network based on competitive learning, which can adjust the 

weights of neurons and the connections between neurons accord- 

ing to input data without any prior knowledge. However, currently 

SOINN is still lack of rigorous theoretical proof, and how to ex- 

pand it to multilayer neural network is also a difficult problem. An- 

other research direction is evolving neural network which supports 

changing connection weights, learning rules and network architec- 

ture with the change of data distribution. Yevgeniy et al. proposed 

an evolving neural network method for streaming data which is 

based on group method of data handling and least square support 

vector machine [10] . Hall et al. proposed an evolving spike neural 

network method for streaming data, which supports features auto- 

regression based on multivariate Hawkes point process model [11] . 

Compared to these methods, we propose a DBN model with a two- 

layer incremental training method. 

Recently a rich set of technology and tools are developed for 

big data environment. In this work, Spark is used as basic comput- 

ing framework and Spark Streaming is used for basic processing of 

streaming data. Apache Kafka is used as event bus. These tools are 

used to support big data processing, but this work does not try to 

improve them. 

2.2. Proactive decision making with reinforcement learning 

Proactive decision making has been used in many applications. 

Bala et al. proposed a proactive decision-making method for dy- 

namic assignment and routing of unmanned aerial systems [12] . 

Their method extends the open vehicle routing problem and tries 

to avoid the possible load unbalancing through adjusting the path 

of unmanned aerial systems proactively. In the work of Kimon, a 

proactive decision support system for business process execution 

is developed [13] . Their system forecasts events, provides the best 

corresponding action and generates appropriate business rules that 

can be used by the process engine to make optimal decisions dur- 

ing process runtime. A new research area related to proactive de- 

cision making is proactive complex event processing. Lajos et al. 

proposed a conceptual framework of proactive complex event pro- 

cessing which combines complex event processing and predictive 

analytics to support proactive decision making [14] . Fabiana et al. 

proposed an event-based proactive decision-making architecture 

which includes complex event processing, predictive analytics, de- 

cision support and visualization components [15] . They also pro- 

vide a prototype to demonstrate their system. 

Since we usually have not complete knowledge of the applica- 

tion system, reinforcement learning is a reasonable technology for 

proactive decision making. Reinforcement learning has been stud- 

ied for many years and many methods are proposed. An important 

research is how to use approximate methods to handle the huge 

problem space. Zhao et al. proposed a probably approximately cor- 

rect method which can be used to find optimal policy in limited 

time range [16] . An important work recently is the determinis- 

tic policy gradient proposed by Silver et al. [17] . Instead of using 

traditional value function, policy gradient finds the optimal pol- 

icy directly by methods like gradient ascendant. Another important 

work is deep reinforcement learning which combines deep learn- 

ing and reinforcement learning. The basic idea of deep reinforce- 

ment learning is to use deep neural network to approximate the 

value function. Mnih et al. proposed deep Q-network which uses 

deep neural network to approximate Q-function, and applied their 

method in video game successfully [18] . Many other works on deep 

reinforcement learning are based on deep Q-network. Currently 

the commonly used deep model is convolutional neural network 

and recursive neural network. Van et al. proposed a double deep 

Q-network model which uses two deep Q-networks to avoid over 
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