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a b s t r a c t 

Data clustering is aimed at discovering a structure in data. The revealed structure is usually represented 

in terms of prototypes and partition matrices. In some cases, the prototypes are simultaneously formed 

using data and features by running a co-clustering (bi-clustering) algorithm. Interval valued fuzzy clus- 

tering exhibits advantages when handling uncertainty. This study introduces a novel clustering technique 

by combining fuzzy co-clustering approach and interval-valued fuzzy sets in which two values of the 

fuzzifier of the fuzzy clustering algorithm are used to form the footprint of uncertainty (FOU). The study 

demonstrates the performance of the proposed method through a series of experiments completed for 

various datasets (including color segmentation, multi-spectral image classification, and document cate- 

gorization). The experiments quantify the quality of results with the aid of validity indices and visual 

inspection. Some comparative analysis is also covered. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Data clustering concerns unsupervised learning in which we 

partition data into groups or clusters on the basis of similar- 

ity of their features. The techniques which simultaneously clus- 

ter both data and their features are referred to as co-clustering 

algorithm. The applicability and quality of clusters could be aug- 

mented by augmenting co-clustering with the concepts and tech- 

niques of fuzzy sets. Subsequently, the resulting techniques can 

be called fuzzy co-clustering. Fuzzy co-clustering follows the same 

principle as general co-clustering. The difference is that the bound- 

ary between any two clusters is described in terms of member- 

ship functions rather than characteristic functions. For example, in 

document classification, fuzzy co-clustering allows any document 

and word to belong to more than a single co-cluster. Fuzzy co- 

clustering is suitable for clustering complex data types as multi- 

dimensional, multi-features, and of large size. Bezdek et al. [1] in- 

troduced fuzzy C-Means (FCM) clustering, which nowadays be- 

comes one of the most commonly considered method of fuzzy 

clustering. Salehi et al. [35] proposed the synergistic combination 

model based on Particle Swarm Optimization and fuzzy sets to 
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cope with uncertainty and optimize the seed points and expand 

the hyper-boxes used in granular computing. Bhoyar et al. [2] also 

proposed modified FCM for color image segmentation using just 

noticeable difference histogram. Hu et al. [36] proposed a hier- 

archical cluster ensemble model based on knowledge granulation 

to provide a new way to deal with the cluster ensemble prob- 

lem together with ensemble learning application of the knowl- 

edge granulation. Recently, type-2 fuzzy sets have been studied 

and combined with clustering techniques to enhance the abilities 

of these methods to capture and quantify the aspect of uncer- 

tainty [3–5] . Furthermore interval type-2 fuzzy sets have applied 

to many problems such as land cover classification [6] and color 

image segmentation [7] . Yeh et al. [8] used interval type-2 fuzzy 

to data-based system modeling by combining type-2 fuzzy neu- 

ral network with a hybrid learning algorithm. Mau et al. [9] pro- 

posed an interval Type-2 Fuzzy Subtractive Clustering approach to 

obstacle detection of robot vision using RGB-D camera. Melin and 

Castillo [10] presented studies and applications of type-2 fuzzy 

clustering to segmentation, classification, and pattern recognition. 

Nguyen et al. [32] proposed a genetic type-2 Fuzzy C-means clus- 

tering approach, which is developed and applied to the segmen- 

tation and classification of M-FISH images. Ngo et al. [30] ex- 

ploits local spatial information between the pixel and its neigh- 

bors to compute the membership degree by using an interval 

type-2 fuzzy clustering algorithm. Nguyen et al. [31] proposed 
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kernel interval-valued Fuzzy C-Means clustering (KIFCM) and mul- 

tiple kernel interval-valued Fuzzy C-Means clustering (MKIFCM) 

which were built on a basis of the kernel learning method and 

the interval valued fuzzy sets with intent to overcome some draw- 

backs existing in the “conventional” Fuzzy C-Means (FCM) algo- 

rithm. Clustering of interval-valued data is considered following 

various approaches [38,39] , in which fuzzy k-Means is proposed 

using adaptive quadratic distances by optimizing a certain ade- 

quacy criterion [38] . Another clustering approach [39] for interval- 

valued data is based on fuzzy c-ordered medoids using Hubers M- 

estimators and the Yagers order weighted averaging to make it ro- 

bust to outliers. Xu et al. [37] also referred to interval-valued fuzzy 

sets by considering weak transitivity index to quantify the transi- 

tivity consistency degree of this relation. Dang et al. [33] proposed 

methods involving interval type-2 fuzzy sets to realize collabora- 

tive clustering. Note that interval valued fuzzy set is the special 

case of interval type-2 fuzzy set when the interval value J x is the 

closed interval. 

Most of co-clustering algorithms are used to deal with dyadic 

data, e.g., the document and word co-occurrence frequencies. Co- 

clustering technique is an alternative clustering method to cluster 

some data which exhibit complex data structures, such as web, 

multi-spectral images, hyper-spectral images and alike... A num- 

ber of pertinent studies on co-clustering have been reported in 

[11–14] . The first framework of fuzzy co-clustering was proposed 

by Honda as fuzzy co-clustering modeling (FCCM) [15] for cluster- 

ing multi-dimensional, multi-feature data. FCCM is an FCM-type 

co-clustering model, whose goal is to extract co-clusters of ob- 

jects and features from co-occurrence matrices. Kummamuru et al. 

[16] proposed an improved fuzzy co-clustering algorithm for clus- 

tering documents and keywords (Fuzzy CoDoK). However, Fuzzy 

CoDoK is vulnerable to outliers because of the algorithms sole re- 

liance on fuzzy C-means-like nature. Tjhi and Chen [17] proposed 

an improved fuzzy co-clustering algorithm for clustering docu- 

ments and words by imposing standard partition-like requirements 

to generate fuzzy word clusters that capture the natural distribu- 

tion of words, which may be beneficial for further information 

retrieval. Tjhi and Chen [18] developed a possibilistic fuzzy co- 

clustering algorithm (PFCC) for automatic categorization of large 

collections of document. PFCC integrates a possibilistic document 

clustering technique and a combined formulation of fuzzy word 

ranking and partitioning into a fast iterative co-clustering proce- 

dure. The key idea behind HFCR [19] is the formulation of the 

dual-partitioning approach for fuzzy co-clustering, replacing the 

existing partitioning-ranking approach. HFCR adopts an efficient 

and practical heuristic method that can be shown to be more ro- 

bust [17] than the dual-partitioning approach. Kanzawa [20] com- 

pared imputation strategies in FNM-based and RFCM-based fuzzy 

co-clustering. Honda et al. [21] improved the performance of rec- 

ommenders, which come as a combination of content-based and 

collaborative filtering approaches in a two-layer graph model. Tjhi 

et al. [22] proposed fuzzy semi-supervised co-clustering algo- 

rithm for categorization of large web documents. In this approach, 

the clustering process is carried out by incorporating some prior 

knowledge into the fuzzy co-clustering framework and coming in 

the form of pairwise constraints provided by users. A new clus- 

ter validity measure proposed for finding the optimal number of 

clusters and verifying quality of the proposed approaches which 

used fuzzy c-means [24,25] and general type-2 fuzzy c-means [34] . 

Hanmandlua et al. [23] established a new proposal using fuzzy co- 

clustering model to segment color image data and assess quality of 

co-clustering based on some validity indices. 

In this study, an interval valued fuzzy co-clustering is pro- 

posed by combining advantages of fuzzy co-clustering and interval- 

valued fuzzy sets. The proposed algorithm, called Interval-Valued 

Fuzzy Co-Clustering algorithm (IVFCoC), is aimed at solving clus- 

tering problems in the presence of complex data. The IVFCoC is an 

extension of fuzzy co-clustering by using two values of the fuzzi- 

ness coefficient m 1 , m 2 to produce FOU corresponding to the up- 

per and lower values of type-2 fuzzy co-clustering. Thus the mem- 

bership functions assume interval values. Experiments are con- 

ducted on various datasets including those of color segmentation, 

multi-spectral image classification, and document categorization. 

We show the quality of the experimental results in terms of perfor- 

mance evaluation criteria, accuracy, stability and efficiency. Some 

comparative analysis is also delivered. 

The paper is organized as follow. Section 2 provides a brief 

background of fuzzy sets and fuzzy co-clustering algorithm. 

Section 3 introduces the algorithm IVFCoC. Section 4 covers some 

experiments. Section 5 includes conclusions and future works. 

2. Prerequisites 

Here, we offer a concise overview of essentials concerning type- 

2 fuzzy sets and fuzzy co-clustering. 

2.1. Interval-valued fuzzy sets 

Definition 1. A type-2 fuzzy set, denoted 

˜ A , is characterized by a 

type-2 membership function (MF) μ ˜ A 
(x, u ) for every x ∈ X , let J x 

be a subset of [0,1]. A type-2 MF μ ˜ A 
is a function from the set {( x, 

u )| x ∈ X and u ∈ J x } to [0,1], i.e., 

˜ A = { ((x, u ) , μ ˜ A (x, u )) |∀ x ∈ X, ∀ u ∈ [0 , 1] } (1) 

in which 0 ≤ μ ˜ A 
(x, u ) ≤ 1 and 

J x = 

{
u ∈ [ 0 , 1 ] , μ ˜ A (x, u ) > 0 

}
(2) 

At each value of x, we say x = x 
′ 

, the 2-D plane whose axes are 

u and μ ˜ A 
(x ′ , u ) is called a vertical slice of μ ˜ A 

(x, u ) . A secondary 

membership function is a vertical slice of μ ˜ A 
(x, u ) . It comes in the 

form μ ˜ A 
(x = x ′ , u ) for x ∈ X and u ∈ J x , i.e., 

μ ˜ A (x = x ′ , u ) ≡ μ ˜ A (x ′ ) = 

∫ 
u ∈ J x ′ 

f x ′ (u ) /u, u ∈ [0 , 1] (3) 

J x ′ = 

{
u ∈ [0 , 1] , μ ˜ A (x 

′ 
, u ) 

}
(4) 

in which 0 ≤ f x ( u ) ≤ 1. 

Definition 2. Uncertainty in the primary memberships of a type-2 

fuzzy set ˜ A consists of a bounded region that we call the footprint 

of uncertainty (FOU). It is the union of all primary memberships, 

i.e., F OU( ̃  A ) = 

⋃ 

x ∈ X J x . An upper MF and a lower MF are two type-1 

MFs that are bounds for the FOU of a type-2 fuzzy set ˜ A . The upper 

MF is associated with the upper bound of FOU( ̃  A ), and is denoted 

μ ˜ A 
(x ) , ∀ x ∈ X . The lower MF is associated with the lower bound 

of FOU( ̃  A ), and is denoted μ ˜ A 
(x ) , ∀ x ∈ X , i.e. 

μ ˜ A (x ) = sup 
{

u | u ∈ [0 , 1] , μ ˜ A (x, u ) > 0 

}
(5) 

μ ˜ A (x ) = in f 
{

u | u ∈ [0 , 1] , μ ˜ A (x, u ) > 0 

}
(6) 

Type-2 fuzzy sets are called interval type-2 fuzzy sets [5] if all 

μ ˜ A 
(x, u ) = 1 , i.e., such constructs are defined as follows. 

Definition 3. Type-2 fuzzy sets ˜ A are called interval type-2 fuzzy 

sets [5] if all μ ˜ A 
(x, u ) = 1 . 

An interval type-2 fuzzy set ˜ A is characterized by an interval 

membership function μ ˜ A 
(x, u ) = 1 where x ∈ X and u ∈ J x ⊆[0, 1], 

i.e., 

˜ A = { ((x, u ) , 1) |∀ x ∈ X, u ∈ [0 , 1] } (7) 
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