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ABSTRACT

Crowdsourcing services provide an easy means of acquiring labeled training data for supervised learn-
ing. However, the labels provided by a single crowd worker are often unreliable. Repeated labeling can
be used to solve this problem. After multiple labels have been acquired by repeated labeling for each
instance, in general consensus methods are used to obtain the integrated labels of instances. Although
consensus methods are effective in practice, it cannot be denied that a level of noise still exists in the
set of integrated labels. In this study, an attempt was made to employ noise filters to delete the noise in
integrated labels, and consequently, enhance the training data and model quality. In fact, noise handling
is a relatively mature field in the machine learning community, and many noise filters for deleting label
noise have been presented in the past. However, to the best of our knowledge, in very few studies was
noise filtering used to improve crowdsourcing learning. Therefore, in this study we empirically investi-
gated the performance of noise filters in terms of improving crowdsourcing learning. Thus, in this paper
some existing noise filters presented in previous papers are reviewed and their experimental application
to crowdsourcing learning tasks is described. Experimental results based on 14 benchmark UCI data sets
and three real-world data sets show that these noise filters can significantly reduce the noise level in

integrated labels and thereby considerably enhance the performance of target classifiers.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In supervised learning, a training instance is always denoted by
a d-dimensional feature vector and a known label. The traditional
technique for acquiring the known label from domain experts is
expensive and time-consuming in many cases. With the develop-
ment of the Internet techniques, crowdsourcing services, such as
Amazon Mechanical Turk, have become an efficient and low cost
means of obtaining a great quantity of labeled data for supervised
learning. However, some factors, such as the low payment of crowd
workers and their limited abilities, lead to the labels provided by
a single crowd worker frequently being unreliable. To solve this
problem, multiple labels are frequently requested from different
crowd workers for an instance, that is, repeated labeling is per-
formed. [25] proved that, when a single worker’s labeling is not
perfect, repeated labeling is an effective approach to improving the
quality of integrated labels. After acquiring multiple labels of an
instance by repeated labeling, consensus methods, such as Major-
ity Voting (MV), RY [21], and ZenCrowd (ZC) [4], can be used to
infer a training label (an integrated label, i.e., a best consensus la-
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bel) of the instance. A relatively comprehensive review of consen-
sus methods can be found in [12,26].

However, it cannot be denied that some level of noise exists
in a set of integrated labels inferred by consensus methods. Here,
noise refers to the instances, the integrated labels of which are
different from their true labels, i.e., the labels given by domain
experts. For example, after multiple labels of an instance are ac-
quired from different crowd workers, MV infers the integrated la-
bel by majority voting. MV is the simplest consensus method and
runs fast, but its simplicity may come at the price of low integrated
label quality. More complicated consensus methods may result in
better integrated label quality than MV. However, noise is still in-
evitably present in the integrated labels.

Here, we use an illustrative example to show the noise level
in integrated labels. For the discussion below, we give some nota-
tions and definitions. D = {(xl-,yi)}?i] is a training data set con-
taining M instances, where Xx; is the instance described by a d-
dimensional feature vector and y; is the corresponding known true
label. U = {uj}’]?=1 denotes the labelers of a crowdsourcing system.

Each instance x; has a multiple label set I; = {lij}le, where [;; is

the label of the instance x; annotated by the labeler u;.
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Fig. 1. Noise ratio reduces with the increase in labeling qualities and where the
number of labelers is 9.

Definition 1 (Overall labeling quality). The overall labeling quality
of a labeler u; is the probability that the label of an instance x;
annotated by the labeler u; is the true label, notated as p;.

Definition 2 (Integrated label quality). After acquiring the multiple
label set of an instance x;, I; = {lij}ﬁzl, a certain consensus method
is used to induce its integrated label, notated as j;; the integrated
label quality is the probability that the integrated label is the true

label, notated as g;.

Definition 3 (Noise ratio). The noise ratio (NR) of a set of inte-
grated labels of a data set is the percentage of instances, the inte-
grated labels of which are different from their true labels. The NR
can be calculated as NR = Zf\il 1(y; #yi)/M, where I(+) is a binary
function, which is 1 when this condition in this bracket is met;
otherwise, 0.

In order to show the noise level in integrated labels clearly, we
designed two simulation experiments. We randomly select a data
set breast-cancer (see Section 4), and the true labels of all instances
are hidden. The first experiment employs nine labelers, and each
labeler generates a label for every instance according to a labeling
quality p;: the true label of every instance is assigned to the in-
stance with probability p; and the opposite value is assigned with
probability 1— p;. Here, we consider a simple case where the la-
beling quality of all labelers is the same, that is, p; = p for all j
(we relax this assumption in Section 4). After obtaining nine labels
for every instance, consensus methods MV, RY, and ZC are used to
infer the integrated label of every instance. Notice that, according
to a previous study [25], p > 0.5 must be satisfied; otherwise, the
integrated label quality g; cannot be improved by repeated label-
ing. The second experiment employs different numbers of labelers,
but the labeling quality p is fixed (p = 0.6) and MV, RY, and ZC are
used to infer the integrated label of every instance.

Fig. 1 shows the reduction in the NR in the set of integrated
labels with the increase in labeling quality. Fig. 2 shows the reduc-
tion in NR with the increase in the number of labelers. In Fig. 1,
we can see that, when the labeling quality is relatively high, the
NR is relatively low, and when the labeling quality p approaches
0.9, the NR approaches 0. This means that when the labeling qual-
ity is quite high there is almost no noise in the set of integrated
labels. Unfortunately, in real-world applications, the labeling qual-
ity is frequently low. In Fig. 2 we can see that, when the labeling
quality of each labeler is 0.6, and even when the number of label-
ers increases to 13, there is still a higher level of noise in the set
of integrated labels. Therefore, noise filtering is very necessary for
improving crowdsourcing learning.
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Fig. 2. Noise ratio reduces with the increase in the number of labelers and where
the labeling quality of each labeler is p = 0.6.

Noise filtering is not a new technique in the machine learning
community, and it can even be stated that noise filtering is a rel-
atively mature field. Many years ago, researchers already noticed
the presence of noise in data sets, including feature noise and label
noise. In this paper, we discuss label noise. However, to the best of
our knowledge, in very few studies has the use of existing noise fil-
ters been considered for improving the quality of integrated labels.
Since in existing studies many methods to handle label noise have
been presented, our objective was to borrow from the results of
these studies to enhance the crowdsourced data quality, and con-
sequently, improve the model quality.

The rest of this paper is organized as follows. In Section 2,
related work on crowdsourcing is introduced. In Section 3, some
noise filters are revisited. In Section 4, experimental validation of
the performance of these noise filters for deleting noise in inte-
grated labels is presented. Section 5 gives our conclusions and fu-
ture work.

2. Related work

In order to address conventional supervised learning problems
in the scenario of crowdsourcing, it is very important to study
the induction of an integrated label from multiple noisy labels.
Many consensus methods have been designed for label integra-
tion, among which MV is the simplest. However, MV is a little
rough. In order to improve the quality of integrated labels, re-
searchers have presented more complicated consensus methods.
These can be categorized into two approaches. The first comprises
consensus methods based on Expectation Maximization (EM). The
common idea of consensus methods based on EM is to use EM
to optimize model parameters and estimate labels simultaneously.
Representative methods include RY [21], ZC [4], GLAD [31], and
DS [3]. The second approach is the weighted majority voting ap-
proach, which includes frequency-based majority voting (MV-Freq),
Beta distribution-based majority voting (MV-Beta) [24], iterative
weighted majority voting (IWMV), which optimizes the error rate
bound and approximates the oracle MAP rule [17], and max-
margin majority voting (M3V) [28].

Although these consensus methods perform well in many
real applications, in order to improve crowdsourcing learning, re-
searchers have been attempting to use different techniques to
improve the crowdsourced training data quality further, enhance
the model performance, and reduce the cost of acquiring labels.
Among these techniques, the bridging of crowdsourcing learn-
ing and active learning has attracted many researchers’ attention.
[36] focused on active learning for the multiple labelers scenario,
and their work provided a criterion for selecting both the most un-
certain instance and the labeler/s from whom to query the labels.
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