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a b s t r a c t 

Mining class association rules (CARs) with the itemset constraint is concerned with the discovery of rules, 

which contain a set of specific items in the rule antecedent and a class label in the rule consequent. 

This task is commonly encountered in mining medical data. For example, when classifying which sec- 

tion of the population is at high risk for the HIV infection, epidemiologists often concentrate on rules 

which include demographic information such as gender, age, and marital status in the rule antecedent, 

and HIV-Positive in the rule consequent. There are two naive strategies to solve this problem, namely 

pre-processing and post-processing. The post-processing methods have to generate and consider a huge 

number of candidate CARs while the performance of the pre-processing methods depend on the number 

of records filtered out. Therefore, such approaches are time consuming. This study proposes an efficient 

method for mining CARs with the itemset constraint based on a lattice structure and the difference be- 

tween two sets of object identifiers ( diffset ). Firstly, a lattice structure is built to store all frequent item- 

sets in the dataset. To reduce memory usage, instead of the entire set of object identifiers, the diffset is 

used. Secondly, the lattice is traversed to generate only rules which satisfy the itemset constraint. The 

experimental results show that the proposed algorithm outperforms existing methods in terms of both 

the mining time and memory usage. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

A class association rule is a special case of association rule 

where the rule consequent contains only a class label. The problem 

of mining class association rules (CARs) is to find a complete set of 

CARs, which satisfy user-specified minimum support and minimum 

confidence thresholds. In recent years, numerous approaches have 

been proposed to solve this problem. Table 1 provides an overview 

of several existing algorithms for CAR mining. 

CAR mining has been applied in many practical various do- 

mains, such as healthcare [1–3] , hotel and tourism management 
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[4,5] , social security [6] , and education [7] . However, mining all 

CARs often produces redundant results. In the real-world, end 

users often consider only a subset of CARs, for instance, those that 

contain a set of specific items in the rule antecedent. For exam- 

ple, in cancer treatment applications researchers often focus on 

rules involving new drugs to understand the effectiveness of new 

treatment strategies. Mining CARs with the itemset constraint has 

also been demonstrated in the public health domain [8] . There- 

fore, an ongoing problem is mining CARs with the itemset con- 

straint. This task can be accomplished by checking the rules ob- 

tained with the constraint in the pre-processing or post-processing 

step. However, these approaches have to generate a complete set 

of CARs, and thus require much time and effort. In this work, our 

goal is to overcome this limitation by proposing a lattice-based 

approach for mining CARs with the itemset constraint. The pri- 

mary contributions of this paper are as follows. First, we propose 

a lattice structure for storing all frequent itemsets in the dataset. 

Note that rather than generating and storing all rules, like post- 

processing approaches do, we only find and keep frequent itemsets 
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Table 1 

CAR mining algorithms: an overview. 

Algorithms Approach to generate CARs 

CBA [17] , CAAR [29] , CACA [30] , and CBC [31] Use Apriori-like algorithms to generate rules 

GARC [32] and GEAR [33] Generate rules based on Apriori-like algorithms with information gain 

CMAR [18] , L3 [34] , and G-L3 [35] Base on FP-growth like algorithms to generate rules 

MMAC [36] , MCAR [37] , and MCAR [38] Mine CARs based on the vertical dataset format 

ECR-CARM [19] Use the equivalence class rule tree (ECR-tree) to generate candidate rules 

MAC [20] and PAM [39] Use the TID list intersection approach to compute the support of a rule 

CAR-Miner [21] Mine rules based on the modified ECR-tree with Obidset 

GA-ACR [40] Base on GA approach to generate rules 

MR-MCAR [41] and PMCAR [42] Mine CARs with parallel and distributed approaches 

because generating rules from frequent itemsets requires much ef- 

fort and time [9] . We also use the diffset technique (the differ- 

ence between two sets of object identifiers) in order to reduce the 

memory consumption for storing the lattice structure. Second, we 

use the paternity relations among nodes to discover rules which 

satisfy the constraint without re-building the lattice. Finally, an ef- 

ficient and fast algorithm for mining CARs with the itemset con- 

straint is developed. In comparison with existing methods, the pro- 

posed method significantly reduces the time needed for mining. 

The originality and efficiency of the proposed algorithm are im- 

plied by the two main contributions of this work, as follows: 

(1) Formation of an efficient lattice structure for mining CARs 

with the itemset constraint. Although the attributes and 

values in the dataset are fixed, the itemsets in the con- 

straint can be changed by the time, depending on the end 

user’s requirements. Unlike existing non-lattice-based meth- 

ods, the proposed algorithm does not re-build its data struc- 

ture when the constraint is changed, as the computational 

cost of this is very high and time-intensive. Because the 

lattice stores all frequent itemsets, the proposed algorithm 

searches only nodes containing constrained itemsets on the 

lattice and uses their paternity relations to discover ex- 

pected CARs. This feature can reduce the search space, sig- 

nificantly reducing computing overhead. 

(2) Usage of an efficient memory reduction strategy based on 

the diffset technique. Instead of storing the intersection of 

two sets of object identifiers, the method stores only the dif- 

ference between them. This feature has an obvious advan- 

tage when working with dense datasets, because most ob- 

ject identifiers are nearly identical on such datasets. More- 

over, the method can deal with multiple itemset constraints 

and does not produce duplicate rules. The soundness and 

completeness of the proposed algorithm is proved. 

The rest of this paper is organized as follows. In Section 2 , the 

problem statement and definitions of CAR mining are briefly given. 

Related works, including those on mining association rules with 

the itemset constraint and mining class association rules with the 

itemset constraint, are introduced in Section 3 . The main contribu- 

tions of this work are presented in Section 4 , in which the lattice 

structure with diffset is presented. The proposed algorithm, LD- 

CARM-IC, for efficiently mining CARs with the itemset constraint, 

is also described in this section. The experimental results are pre- 

sented in Section 5 while the conclusions and directions for future 

work are discussed in Section 6 . 

2. Problem statement and definitions 

Let D be a dataset with n attributes { A 1 , A 2 , ..., A n } and | D | de- 

notes records (objects) where each record has an object identifier 

( OID ). A set of OID s is called an Obidset . Let C = { c 1 , c 2 , ..., c k } be a 

list of class labels. A specific value of an attribute A i and class C 

are denoted by lower-case letters a mi and c j , respectively. 

Definition 1. An item is described as an attribute and a specific 

value for that attribute, denoted by 〈 ( A i , a mi ) 〉 . Let I be the set of 

all items in the dataset. A set X ⊆ I is called an itemset . 

Definition 2. A class association rule R has the form X → c j , where 

c j ∈ C is a class label and X is an itemset . 

Definition 3. The actual occurrence ActOcc(R) of rule R in D is the 

number of records of D that match R ’s antecedent. 

Definition 4. The support of rule R , denoted by Supp(R) , is the 

number of records of D that match R ’s antecedent and are labeled 

with R ’s class. 

Definition 5. The confidence of rule R , denoted by Conf(R) , is de- 

fined as: 

Con f ( R ) = 

Supp ( R ) 

ActOcc ( R ) 

Definition 6. (Support constraint): Given a minimum support 

threshold δ, a rule R satisfies the support constraint iff Supp ( R ) ≥
δ. 

Definition 7. (Confidence constraint): Given a minimum confi- 

dence threshold σ , a rule R satisfies the confidence constraint iff

Conf ( R ) ≥ σ . 

Definition 8. (Itemset constraint): Let β be a set of itemsets 

(called an itemset constraint ). We assume without loss of general- 

ity that the itemsets in β are disjoint. That is, β is of the form 

β = { X 1 , X 2 , ..., X h } . A rule X → c j satisfies the itemset constraint β
iff ∃ X i ∈ β and X i ⊆X . 

Example 1. We consider β = 〈 ( A, a 3 ) , ( B, b3 ) 〉 , 〈 ( C, c1 ) 〉 . Three 

rules 〈 ( A, a 3), ( B, b 3) 〉 → 1, 〈 ( C, c 1) 〉 → 1, and 〈 ( A, a 3), ( B, b 3), ( C, 

c 1) 〉 → 1 are said to satisfy β . However, rule 〈 ( A, a 3) 〉 → 1 does 

not satisfy β . 

Problem statement: Given a dataset D , an itemset constraint 

β , a minimum support threshold δ, and a minimum confidence 

threshold σ , the problem of mining CARs with the itemset con- 

straint is to find all CARs satisfying three constraints: the support 

constraint, the confidence constraint, and the itemset constraint. 

A sample dataset is shown in Table 2 . It contains eight objects, 

three attributes (A, B, and C), and two classes (1 and 2). For ex- 

ample, consider rule R : 〈 ( A, a 1) 〉 → 1. We have ActOcc(R) = 3 and 

Supp(R) = 2 because there are three objects with A = a1 , in that two 

objects have the same class 1 in Table 2 . We also have Con f (R ) = 

Supp(R ) 
ActOcc(R ) 

= 

2 
3 . 
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