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a b s t r a c t

Pattern discovery is one of the most fundamental problems in data mining. Various patterns with their discov-

ering algorithms are proposed in different applications and domains. There is still a great demand for defining

new meaningful patterns with new requirements since every application has its unique characteristics. Exist-

ing studies propose new query languages to describe these ad-hoc patterns. However, most of them focus on

small variations of frequent item sets and association rules. Many meaningful patterns in other domains, such

as temporal and spatial patterns, are not covered. This paper proposes a constraint based view for pattern dis-

covery without introducing new languages, where the patterns are described by a collection of constraints

given at run time. In this view, a pattern discovery problem is seen as a constraint satisfaction problem. This

view provides a general framework for universal pattern discovery. Many previously known patterns can be

regarded as different variations derived from this general framework with different constraints. Two generic

algorithms are proposed for solving the constraint satisfaction problem. Empirical evaluation on two well-

studied patterns shows that (1) the time cost of one generic algorithm is close to that of those specialized

mining algorithms, and (2) the space cost of the generic algorithm increases linearly according to the input

data volume. Two other case studies also demonstrate the effectiveness of this constraint based view for

solving new problems in new scenarios.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Pattern discovery is an important approach to investigate the

hidden characteristics of data. A vast number of patterns are pro-

posed and applied in the data analysis for business, bioinformat-

ics, security and other domains [32,41]. But these patterns may not

be able to meet the requirements of new applications since every

application has its uniqueness [38]. To handle the ad-hoc pattern

discovery problem, existing approaches regard every pattern as a

query and develop new querying languages to support the query

[6,10,14,17,21,25,28,29,35,37,44]. Some of these queries are in form

of constraints [3–5,18,25], so executing them we are dealing with a

constraint programming problem [39]. Two main limitations exist

in these previous studies: (1) new operators and statements are of-

ten introduced to the well-established querying languages (e.g., SQL

and logic query) to make them complex; (2) most of the studies still

only focus on mining frequent item sets and association rules (or with

Categories and Subject Descriptors: H.2.8 [Database Management], Database

Application-Data Mining.
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small variations), but many complex patterns, such as temporal and

spatial patterns, are not investigated.

In this paper, we present a new constraint based view for pat-

tern discovery without introducing new querying languages. Pat-

terns are defined by a set of constraints that are given by users

at run time. Each constraint states a relation of related data sub-

sets. The relation is formulated by an inequality with respect to

the aggregated values of these data subsets. These related data sub-

sets are specified using predefined relational queries with some

unknown variables. The desired patterns are represented by the

unknown variables. In this view, the pattern discovery problem is to

find the feasible values of the unknown variables such that the data

subsets returned by the relational queries satisfying the given con-

straints. All relational queries are only expressed by the traditional

relational algebra. This view provides a general framework for univer-

sal pattern discovery. Many previously known patterns can be seen as

different variations derived from this general framework with differ-

ent constraints. Thus the framework also provides an elegant basis to

establish the connections between patterns while highlighting their

differences. To demonstrate the generality of our work, in this paper,

we present various real-world patterns by using this view, which in-

clude frequent item set [41], temporal dependency [43], co-location

pattern [19], spatio-temporal co-occurrence pattern [8], emerging
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pattern [11], iceberg cube [13], bursty tweet phrase, and a fraud pat-

tern in health care.

The contributions of this paper are summarized:

• Proposing a new constraint based view for pattern discovery

problem without introducing new query languages and demon-

strating its generality by presenting various real-world patterns

in different applications.

• Developing two generic algorithms for solving the pattern discov-

ery problem in the proposed view.

• Conducting experiments on two well-studied patterns and two

case studies to evaluate the performances of the generic algo-

rithms and the effectiveness of the proposed view.

The rest of the paper is organized as follows: In Section 2 first

we discuss the constraint representations of various existing patterns

and then propose a unified view for pattern discovery. In Section 3,

we introduce two generic algorithms for solving the unified view.

In Section 4, we present our empirical studies based on two exist-

ing patterns and two new patterns. In Section 5, we summarize the

state-of-the-art research studies which are related to ad-hoc pattern

discovery problems. Finally, in Section 6, our conclusions and future

works are presented.

2. Constraint representation

In this section, we present several existing patterns by using in-

equality constraints and then introduce a unified constraint based

view for pattern discovery problem. The relational algebra is used in

these constraints. The common operators and notations in relational

algebra are summarized in Table 1.

2.1. Representations for existing patterns

In this subsection, we first introduce many previously known pat-

terns, including frequent patterns, dependent patterns, co-location

patterns, and emerging patterns. Admittedly, there are a few

recently-proposed patterns, such as correlation patterns between

time series and events [24], partially ordered patterns, and jumping

patterns [12,22,32,36] are not considered here.

2.1.1. Frequent item set

R(tid, item) is a relational table of a set of transactions, where tid is

transaction identifier, item is an item that is contained by the trans-

action tid, tid = 1, . . . , n, item = 1, . . . , d, n is the number of trans-

actions, and d is the number of item types. Given a minimum sup-

port minsup, finding the k-frequent item sets (i.e., k-itemsets whose

Table 1

Notations.

Notations Description

σϕ (R) Selection, where ϕ is the selection condition and expressed as a

propositional formula, R is a relation.

πa1 ,...,ak
(R) Projection, where a1, . . . , ak are projection attributes of relation

R.

V(a) The value set of attribute a.

�φ Join, where φ is the join condition and expressed as a

propositional formula.

� Natural join.

R1 × R2 Cross product of two relations, R1 and R2.

F(a f )
(R) Aggregation, where af is the aggregate attribute, af is an attribute

of R, R is a relation.

Fc Distinct COUNT aggregation.

R(i) A copy of R, where each attribute a in R is also renamed to a(i) in

R(i) , i is the copy number.

supports are no less than minsup) is equivalent to solving the inequal-

ity:

Fc(tid(1) )(σitem(1)=x1∧···∧item(k)=xk
(R(1) ��φ · · · ��φ R(k)))

≥ n · minsup,

where x1, …,xk are unknown variables, x1, . . . , xk ∈ {1, . . . , d}, and Fc

is the distinct COUNT aggregation operator (see Table 1). Here φ is the

join condition, for any two relations R(j) and R(l), l, j = 1, . . . , k,

φ : tid( j) = tid(l) ∧ item( j) < item(l).

The k-frequent item sets are the solutions for this inequality, i.e.,

{x1, x2, . . . , xk}. To obtain all frequent item sets, we can enumerate

k = 1, . . . , d.

2.1.2. Temporal dependency

R(type, t, id) is a relational table of an event sequence, where each

data tuple is an observation, type is the event type, t is the time

stamp of this observation, and id is the unique observation identi-

fer. Note that id = 1, . . . , n, where n is the number of observations.

Given a minimum support threshold minsup and a minimum confi-

dence threshold minconf, finding the pair-wise temporal dependen-

cies (i.e., dependencies between a pair of event sequences satisfying

the thresholds) [43] is equivalent to solving the inequalities:

Fc(id(1) )(σtype(1)=x1∧type(2)=x2
(R(1) ��φ R(2)))

≥ n · minsup,

Fc(id(2) )(σtype(1)=x1∧type(2)=x2
(R(1) ��φ R(2)))

≥ n · minsup,

Fc(id(1) )(σtype(1)=x1∧type(2)=x2
(R(1) ��φ R(2)))

≥ Fc(id)(σtype=x1
(R)) · mincon f ,

Fc(id(2) )(σtype(1)=x1∧type(2)=x2
(R(1) ��φ R(2)))

≥ Fc(id)(σtype=x2
(R)) · mincon f ,

where x1 and x2 are the unknown variables, x1 and x2 belong to the

set of the event types. φ is the join condition,

φ : 0 ≤ t (2) − t (1) ≤ w,

w is the predefined time window size [26]. The discovered temporal

dependencies are the solutions of these inequalities, i.e,. {x1, x2} or x1

→ wx2 [43].

2.1.3. Co-location pattern

Let R(id, feature, loc) be a relational table of a spatial data set,

where each data tuple is an observation, id is the unique observation

identifier, feature is the feature type, and loc is the geo-location. Given

a minimum participation index minprev [19], finding the co-location

patterns is equivalent to solving the following relational inequalities:

Fc(id(1) )(σ f eature(1)=x1∧···∧ f eature(k)=xk
(R(1) ��φ · · · ��φ R(k)))

≥ minprev · Fc(id)(σ f eature=x1
(R)),

...

Fc(id(k) )(σ f eature(1)=x1∧···∧ f eature(k)=xk
(R(1) ��φ · · · ��φ R(k)))

≥ minprev · Fc(id)(σ f eature=xk
(R)),

where x1, …, xk are the unknown variables, x1, . . . , xk belong to the

set of features, k = 1, . . ., d, and d is the number of distinct fea-

tures. Here φ is the join condition, for two relations R(j) and R(l),

l, j = 1, . . ., k, and k is the number of features in the pattern.

φ : loc( j) and loc(l) are neighbors.

φ can be computed by their Euclidean distance with a threshold. The

discovered co-location patterns are the solutions of these inequali-

ties, i.e., {x1, . . ., xk}.
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