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a b s t r a c t

Learning from imbalanced data, where the number of observations in one class is significantly rarer than in

other classes, has gained considerable attention in the data mining community. Most existing literature fo-

cuses on binary imbalanced case while multi-class imbalanced learning is barely mentioned. What’s more,

most proposed algorithms treated all imbalanced data consistently and aimed to handle all imbalanced data

with a versatile algorithm. In fact, the imbalanced data varies in their imbalanced ratio, dimension and the

number of classes, the performances of classifiers for learning from different types of datasets are different.

In this paper we propose an adaptive multiple classifier system named of AMCS to cope with multi-class

imbalanced learning, which makes a distinction among different kinds of imbalanced data. The AMCS in-

cludes three components, which are, feature selection, resampling and ensemble learning. Each component

of AMCS is selected discriminatively for different types of imbalanced data. We consider two feature selection

methods, three resampling mechanisms, five base classifiers and five ensemble rules to construct a selection

pool, the adapting criterion of choosing each component from the selection pool to frame AMCS is analyzed

through empirical study. In order to verify the effectiveness of AMCS, we compare AMCS with several state-

of-the-art algorithms, the results show that AMCS can outperform or be comparable with the others. At last,

AMCS is applied in oil-bearing reservoir recognition. The results indicate that AMCS makes no mistake in

recognizing characters of layers for oilsk81-oilsk85 well logging data which is collected in Jianghan oilfield of

China.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction1

Classification is one of the crucial issues in the field of machine2

learning. Classical classifiers such as Decision Tree, Naïve Bayes, Ar-3

tificial Neural Network (ANN), K-Nearest Neighbor (KNN) and Sup-4

port Vector Machine (SVM) operate under the assumption that data5

sample contains a faithful representation of the population of in-6

terest, which means a balanced sample distribution is required [1].7

When facing skewed class distribution, the traditional classifiers of-8

ten come up to a disappointed performance [2–4]. Imbalanced data9

refers to such a dataset in which one or some of the classes contain10

much more samples in comparison to the others. The most preva-11

lent class is called the majority class, while the rarest class is called12
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minority class. Imbalanced situation often occurs in real word appli- 13

cations like fraud detection, disease diagnoses, financial risk analysis, 14

etc. [5,6]. When addressing imbalanced data problems, people tend to 15

care more about the minority class, for the reason that the cost of mis- 16

classifying minority samples are much higher than the others [2,6,7]. 17

Taking cancer diagnoses for example, the number of cancer patients 18

is much less than healthy people, if cancer patients are diagnosed as 19

healthy people, they will exceed the best therapy time, which may 20

cause a serious medical incidence [6]. So does oil-bearing recognition 21

that is studied in this paper. Oil-bearing recognition refers to recog- 22

nize the characters of each layer in the well [8,9], the class distribu- 23

tion of logging data is skewed and cost of misclassifying oil layer is 24

much higher than other misclassification situations. Therefore, oil- 25

bearing recognition is a typical imbalanced data classification prob- 26

lem. 27

Imbalanced learning is a well-studied problem, dozens of sam- 28

pling methods [10,11], cost sensitive algorithms [17,18], one-class 29

classifiers [53,54,57] have been proposed in literature. More re- 30

cently, ensemble learning becomes a popular solution of addressing 31
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imbalanced data. A common way for constructing ensemble learn-32

ing model for imbalanced data is based on sampling methods, that33

is, employing sampling methods as a pre-process to generate sev-34

eral balanced datasets and training different base classifiers inde-35

pendently. The main idea of constructing ensemble learning model is36

to learn from data by multiple classifiers, thus a designed ensemble37

learning model can also be viewed as Multiple Classifier System(MCS)38

[47].Since ensemble learning has been proved to be the most efficient39

way to tackle imbalanced learning problems [1,15,16,47,12], we aim to40

focus on constructing ensemble model in this paper.41

Though various MCSs have been proposed, most of them model42

different types of data consistently and train a universal ensemble43

classifier to address all imbalanced data. In fact, using a specific en-44

semble classifier to tackle all kinds of imbalanced data is inefficient.45

The learning quality of a model can be affected by the choices of sam-46

pling methods, base classifiers, and final ensemble rules. For exam-47

ple, when the samples of minority class are extremely rare (saying48

we just have 1 or 2 minority samples), under-sampling methods may49

not be valid since we need to abandon tremendous number of ma-50

jority samples to construct a balanced training set. The same concern51

should be highlighted when deciding which base classifier to use. In52

many previous work, the authors tested several base classifiers such53

as SVM, Naïve Bayes, CART in their model, but just the overall perfor-54

mances of different classifiers have been pointed out [15,25,40,47].55

However, performances of different classifiers may vary in character-56

istics of datasets. For example, CART may perform well in datasets57

with high Imbalance Ratio(IR), but come up to a disappointed perfor-58

mance when classifying low dimension datasets. More specifically, IR,59

the number of features, the number of classes are all crucial factors60

that have to be considered when applying base classifier into the en-61

semble model. Therefore, in this paper, we divide imbalanced data62

into eight types based on their IR, dimension (the number of fea-63

tures) and the number of classes. We attempt to conduct an adaptive64

ensemble algorithm that is able to learn from different types of im-65

balanced data by different yet most efficiency algorithms constructed66

from a union ensemble paradigm.67

While most MCSs take sampling methods as pre-processing, few68

literature has considered another common pre-processing technique,69

that is, feature selection. Feature selection is often separated as an-70

other issue for imbalanced learning, as is discussed [5,49] and [50].71

These studies focus on developing novel feature selection algorithms,72

while the contribution of feature selection for imbalanced data classi-73

fication is not clearly discussed. It is obvious that removing irrelevant74

and redundant features reduces the noise in the training space and75

decrease the time complexity [20,21]. For imbalanced case, samples76

of minority class are more easily to be ignored as noise, if we remove77

the irrelevant features in the feature space, the risk of treating minor-78

ity samples as noise may also be reduced. [47,14] employed feature79

selection algorithm as a pre-processing procedure before carrying out80

classification, which gained good results. This motivates us to employ81

both feature selection and sampling method as pre-processes before82

training MCS.83

Multi-class classification has been pointed out as a hard task84

for classification [40,19], due to that multi-class classification might85

achieve a lower performance than binary classification as the bound-86

aries among the classes may overlap. This issue may become more87

complex when facing imbalanced data. In [40] the authors studied88

two ways of extending binary classification algorithms into multi-89

class case: One-versus-one approach (OVO) and One-versus-all ap-90

proach (OVA). The conclusion, as they suggested, is OVO approaches91

gain better accuracy than OVA approaches. However, when consid-92

ering computational complexity, OVO approaches may sacrifice too93

much on time cost when the number of classes increases. In their94

empirical study, OVA approaches also outperformed OVO approaches95

in some cases, which implies that there is no dogmatic approach96

that suit for all kinds of imbalanced data. It should be noted that the97

training of the OVA approach is inherently imbalanced, as the set of 98

all data points from all other classes is likely to outnumber the repre- 99

sentatives of the target class, for each sub-classifier [19]. Taking this 100

into account, OVA approach may not suitable for high IR datasets. 101

The third option of addressing multi-class imbalanced data is stan- 102

dard ad-hoc learning algorithms (algorithms that are natural for ad- 103

dressing multiple class learning problems), such as KNN, Naïve Bayes 104

based ensemble algorithms. In our study, we specifically focus on 105

multi-class imbalanced data. In order to build adaptive ensemble al- 106

gorithm for different kinds of imbalanced data, OVO, OVA approaches 107

and ad-hoc approaches will all be considered and we expect to find 108

criteria to select the best approach for each type of data. 109

We argue that the above mentioned concerns are crucial is- 110

sues that need to be clarified. Therefore, in our study, we attempt 111

to build an adaptive ensemble learning algorithm for multi-class 112

imbalanced data, which is called Adaptive Multiple Classifier Sys- 113

tem(AMCS). For adaptive learning, Three widely-accepted ensem- 114

ble frameworks are considered, that are, Adaboost.M1 [46], Under- 115

Sampling Balanced Ensemble(USBE) [15,47] and Over-Sampling Bal- 116

anced Ensemble(OSBE) [16]. For the later two frameworks, five dif- 117

ferent ensemble rules (such as Max, Min, Product etc. shown in Table 118

2) to fuse sub-classifiers are optional. Moreover, as feature selection 119

might avail to reduce the risk of treating minority samples as noise, 120

in all the ensemble frameworks feature selection is employed as a 121

pre-processing, for which both wrapper and filter feature selection 122

techniques are considered. In empirical study, we first test the three 123

ensemble frameworks with different ensemble rules and base clas- 124

sifiers, then conclude the adaptive criteria for different types of im- 125

balanced data. Finally, we apply AMCS to oil-bearing reservoir recog- 126

nition adaptively base on the characteristic of Jianghan well-logging 127

data. Four significant contributions of our study are as follows: 128

(1) We present a comprehensive categorization of several recent 129

works related to imbalanced data classification and highlight 130

the need for an adaptive algorithm to solve different kinds of 131

imbalanced data. To do so, we categorize imbalanced data into 132

eight types based on their IR, dimension and the number of 133

classes. For each type of data, the order of choosing feature 134

selection algorithm, ensemble framework, base classifier and 135

ensemble rule can be viewed as a route of framing a MCS, our 136

algorithm can choose the best route for different types of data. 137

(2) The proposed ensemble method AMCS employs both feature 138

selection and sampling method as pre-processes, in which fea- 139

ture selection may be an option when there is no irrelevant or 140

redundant feature exits. 141

(3) We focus only on multi-class imbalanced data problems, 142

which may be ignored by many previous studies. Since most 143

classical performance metrics such as AUC are binary metrics, 144

we enable a novel multi-class AUC metric called AUCarea to 145

evaluate models by setting probabilistic outputs for both base 146

classifiers and ensemble classifiers. 147

(4) The goodness of this novel adaptive methodology and the cri- 148

teria of choosing routes to form AMCS are studied by means 149

of thorough experimental analyses. Each node of the route is 150

selected in a selection pool. The selection pool contains two 151

feature selection methods, three ensemble frameworks, five 152

base classifiers and five ensemble rules. In empirical study, all 153

the possible routes for eight types of data are tested, the best 154

routes for each type of data is selected as AMCS. The superior 155

of AMCS compared with several existing methods is tested us- 156

ing various benchmarks and a real-world case of oil reservoir 157

recognition. 158

The remainder of this paper is organized as follows. Literature 159

related to imbalanced data are categorized in Section 2. The main 160

framework of AMCS is described in Section 3, where the two feature 161

selection methods, three ensemble frameworks and five ensemble 162
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