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a b s t r a c t

The theory of belief functions is a very important and effective tool for uncertainty modeling and reason-

ing, where measures of uncertainty are very crucial for evaluating the degree of uncertainty in a body of

evidence. Several uncertainty measures in the theory of belief functions have been proposed. However, ex-

isting measures are generalizations of measures in the probabilistic framework. The inconsistency between

different frameworks causes limitations to existing measures. To avoid these limitations, in this paper, a new

total uncertainty measure is proposed directly in the framework of belief functions theory without changing

the theoretical frameworks. The average distance between the belief interval of each singleton and the most

uncertain case is used to represent the total uncertainty degree of the given body of evidence. Numerical

examples, simulations, applications and related analyses are provided to verify the rationality of our new

measure.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Dempster–Shafer evidence theory (DST) [1], also called the theory

of belief functions, has been widely used in many applications related

to uncertainty modeling and reasoning, e.g., information fusion [2],

pattern classification [3,4], clustering analysis [5], fault diagnosis [6],

and multiple attribute decision-making (MADM) [7,8].

In the theory of belief functions, there are two types of uncer-

tainty including the discord (or conflict or randomness) [9] and the

non-specificity [10], hence the ambiguity [11]. Various kinds of mea-

sures for these two types of uncertainty and the total uncertainty in-

cluding both two types were proposed. The measures of discord in-

clude the discord measure [9], the strife [9], the confusion [12], etc;

the measures of non-specificity include Dubois and Prade’s definition

[10] generalized from the Hartley entropy [13] in the classical set the-

ory, Yager’s definition [14], and Korner’s definition [15], etc. The most

representative total uncertainty measures are the aggregated mea-

sure (AU) [16] and the ambiguity measure (AM) [11].

In essential, no matter AU or AM, they are the generalization of

Shannon entropy [17] in probability theory, but not the direct def-

inition in the framework of the theory of belief functions. That is,

they pick up a probability according to some criteria or constraints
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established based on the given body of evidence (BOE), and then cal-

culate the corresponding Shannon entropy of the probability to indi-

rectly depict the degree of uncertainty for the given body of evidence.

As mentioned in the related references [11,18], AU and AM have their

own limitations. For example, they are insensitive to the change of

BBA. These limitations to some extent are related to the inconsistency

[19,20] between the framework of the theory of belief functions and

that of the probability theory. Therefore, to avoid the limitations of

the traditional definitions for the uncertainty measure, in our work, a

new total uncertainty measure is proposed directly in the framework

of the theory of belief functions without the switching between dif-

ferent frameworks. We analyze the belief interval and conclude that

belief intervals carry both the randomness part and the imprecision

part (non-specificity) in the uncertainty incorporated in a BOE. Thus,

it is feasible to define a total uncertainty measure for a BOE. Given a

BOE, the distance between the belief interval of each singleton and

the most uncertain interval [0, 1] is used for constructing the degree

of total uncertainty. The larger the average distance, the smaller the

degree of uncertainty. Since there is no switch of theoretical frame-

works, our new definition has desired properties including the ideal

value range and the monotonicity. Furthermore, the uncertainty mea-

sure can provide more rational results when compared with the tra-

ditional ones, which can be supported by experimental results and

related analyses.

The rest of this paper is organized as follows. Section 2 pro-

vides the brief introduction of the theory of belief functions. Com-

monly used uncertainty measures in the theory of belief functions are
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introduced in Section 3. Some drawbacks of the available total un-

certainty measures including AM and AU are also pointed out in

Section 3. In Section 4, a new total uncertainty measure is proposed.

Some desired properties and related analyses on the new proposed

definition are also provided. Experiments and simulations are pro-

vided in Section 5 to show the rationality of our proposed total uncer-

tainty measure. An application of the new total uncertainty measure

on feature evaluation is provided in Section 6. Section 7 concludes

this work.

2. Basics of the theory of belief functions

The basic conception in the theory of belief functions [1] is the

frame of discernment (FOD), whose elements are mutually exclu-

sive and exhaustive, representing what we concern. m : 2� → [0, 1]

is called a basic belief assignment (BBA) defined over an FOD � if it

satisfies∑
A⊆�

m(A) = 1, m(∅) = 0 (1)

When m(A) > 0, A is called a focal element. A BBA is also called a

mass function. The set of all the focal elements denoted by F and their

corresponding mass assignments constitute a body of evidence (BOE)

(F, m).

The belief function (Bel) and plausibility function ((Pl)) are defined

as

Bel(A) =
∑

B⊆A
m(B) (2)

Pl(A) =
∑

A∩B �=∅ m(B) (3)

The belief function Bel(A) represents the justified specific support for

the focal element (or proposition) A, while the plausibility function

Pl(A) represents the potential specific support for A. The length of the

belief interval [Bel(A), Pl(A)] is used to represent the degree of impre-

cision for A.

Two independent BBAs m1( · ) and m2( · ) can be combined using

Dempster’s rule of combination as [1]

m(A) =

⎧⎪⎨
⎪⎩

0, £ A = ∅∑
Ai∩B j=A

m1(Ai)m2(Bj )

1− ∑
Ai∩B j=∅

m1(Ai)m2(Bj )
, £A �= ∅ (4)

There are still some other alternative combination rules. See [21] for

details. The theory of belief functions has been criticized for its valid-

ity [19,20,22–25]. It is not a successful generalization of the probabil-

ity theory, i.e., there exists inconsistency [20] between the framework

of the theory of belief functions and that of the probability theory.

3. Uncertainty measures in the theory of belief functions

In the theory of belief functions, there are two types of uncertainty

including the discord (or the conflict or the randomness) and the non-

specificity, hence ambiguity [11].

3.1. Measure of discord in belief function

Measures of discord are for describing the randomness (or dis-

cord or conflict) in a BOE [11]. Available definitions are listed below.

Although with various names, they are all for the discord part of the

uncertainty in a BOE.

(1) Confusion measure [12]

Con f (m) = −
∑
A⊆�

m(A) log2 (Bel(A)) (5)

(2) Dissonance measure [14]

Diss(m) = −
∑
A⊆�

m(A) log2 (Pl(A)) (6)

(3) Discord measure [26]

Disc(m) = −
∑
A⊆�

m(A) log2

[
1 −

∑
B⊆�

m(B)
|B − A|

|B|

]
(7)

(4) Strife measure [9]

Stri(m) = −
∑
A⊆�

m(A) log2

[
1 −

∑
B⊆�

m(B)
|A − B|

|A|

]
(8)

Note that all these definitions can be considered as Shannon entropy-

alike measures. More detailed information on these measures can be

found in [9].

3.2. Measures for non-specificity in belief function

Non-specificity [15,27] means two or more alternatives are left

unspecified and represents an imprecision degree. It only focuses on

those focal elements with cardinality larger than one. Non-specificity

is a special uncertainty type in the framework of belief functions the-

ory when compared with the probabilistic framework. Some non-

specificity measures [10,14,15] were proposed. The most commonly

used non-specificity definition is [10]

NS(m) =
∑
A⊆�

m(A) log2 |A| (9)

It can be regarded as a generalized Hartley measure [13] from the

classical set theory. When the BBA m( · ) is a Bayesian BBA, i.e., it only

has singleton focal elements, it reaches the minimum value 0. When

BBA m( · ) is a vacuous BBA, i.e., m(�) = 1, it reaches the maximum

value log2(|�|). This definition was proved to have the uniqueness by

Ramer [28] and it satisfies all the requirements of the non-specificity

measure.

3.3. Measures for total uncertainty in belief functions theory

(1) Aggregated Uncertainty (AU) [16]

AU(m) = max

[
−

∑
θ∈�

pθ log2 pθ

]

s.t.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

pθ ∈ [0, 1],∀θ ∈ �∑
θ∈�

pθ = 1

Bel(A) ≤ ∑
θ∈A

pθ ≤ 1 − Bel(Ā), ∀A ⊆ �

(10)

In fact for AU, given a BBA, the probability with the maximum Shan-

non entropy under the constraints established using the given BBA is

selected and its corresponding Shannon entropy value is defined as

the value for AU. Therefore, it is also called as “upper entropy” [29].

It is an aggregated total uncertainty (ATU) measure, which captures

both non-specificity and discord. AU satisfies all the requirements

[29] for uncertainty measure including probability consistency, set

consistency, value range, monotonicity, sub-additivity and additivity

for the joint BBA in Cartesian space.

(2) Ambiguity Measure (AM) [11]

AM(m) = −
∑
θ∈�

BetPm(θ ) log2(BetPm(θ )) (11)

where BetPm(θ ) = ∑
θ∈B⊆� m(B)/|B| is the pignistic probability [30]

of a BBA. In fact AM uses the Shannon entropy of the pignistic proba-

bility of a given BBA to represent the uncertainty.
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