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a b s t r a c t

The echo state network (ESN) is a novel and powerful method for the temporal processing of recurrent
neural networks. It has tremendous potential for solving a variety of problems, especially real-valued,
time-series modeling tasks. However, its complicated topologies and random reservoirs are difficult to
implement in practice. For instance, the reservoir must be large enough to capture all data features given
that the reservoir is generated randomly. To reduce network complexity and to improve generalization
ability, we present a novel optimized ESN (O-ESN) based on binary particle swarm optimization
(BPSO). Because the optimization of output weights connection structures is a feature selection problem
and PSO has been used as a promising method for feature selection problems, BPSO is employed to deter-
mine the optimal connection structures for output weights in the O-ESN. First, we establish and train an
ESN with sufficient internal units using training data. The connection structure of output weights, i.e.,
connection or disconnection, is then optimized through BPSO with validation data. Finally, the perfor-
mance of the O-ESN is evaluated through test data. This performance is demonstrated in three different
types of problems, namely, a system identification and two time-series benchmark tasks. Results show
that the O-ESN outperforms the classical feature selection method, least angle regression (LAR) method
in that its architecture is simpler than that of LAR.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Recently, reservoir computing (RC) [1,2] has drawn much atten-
tion from the machine learning community as a novel recurrent
neural network (RNN). RC differs from other algorithms in two
important ways: first, a large and untrained dynamic reservoir is
used. Second, the desired output function is usually implemented
through a linear memory-less mapping of the full instantaneous
state of a dynamical system. Some examples of popular RC meth-
ods are echo state networks (ESNs) [3–5], liquid state machines
[6], back-propagation decorrelation neural networks [7] and evolu-
tion of recurrent systems with linear outputs [8]. In this study, we
focus on the ESN approach, which is among the simplest effective
RC forms.

ESN is characterized by the use of an RNN with a fixed
untrained reservoir and a simple linear readout. This reservoir con-
tains a large number of randomly and sparsely connected neurons.
The sole trainable component is the readout weights, which can be

obtained through simple linear regression. ESNs have been applied
successfully to a wide range of real-world domains, including
time-series prediction [9,10], batch bioprocesses modeling [11],
nonlinear dynamic system identification [12,13], speech process-
ing [14], mobile traffic forecasting [15], gas turbine prediction
[16], stock price prediction [17] and language modeling [18].
However, ESN is occasionally criticized for its blackbox nature:
the reservoir connectivity and weight structure are generated ran-
domly beforehand, thus, the process of establishing optimal reser-
voirs for a given task is an issue [19]. An ESN transforms an
incoming time-series signal into a high-dimensional state space.
Not all dimensions may contribute to the solution. The internal
layer of ESN is sparsely connected, hence, the fact that each output
node is connected to all internal nodes seems contradictory [20].
Therefore, the output connection of ESN should be optimized.

Many researchers have recently focused their efforts on new
ways to optimize the architecture of artificial neural networks,
including the methods of pruning [21,22], construction [23] and
evolutionary algorithms [24–26]. Constructing algorithms start
training with a small network and incrementally add hidden nodes
during training when the network cannot reduce the training error.
However, there are also some issues that constructive algorithms
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need to overcome. For example, when a network is grown, there is
no guarantee that all of the added hidden nodes are properly
trained. Pruning algorithms start with an over-sized network and
remove unnecessary network parameters, either during training
or after convergence to a local minimum. Unfortunately, one of
the disadvantages of pruning algorithms is their heavy computa-
tional burden since the majority of the training time is spent on
networks which are larger than necessary. Evolutionary learning
algorithms have shown great capability to solve problem of
feed-forward neural networks recently. In [27], SeyedAli et al. pro-
posed a hybrid particle swarm optimization and gravitational
search algorithm to train feed-forward neural networks in order
to reduce the problems of trapping in local minima and the slow
convergence rate of current evolutionary learning algorithms.

Dutoit et al. treat optimization of output weights connection
structures as a feature selection problem and proposed several
classical feature selection methods such as, all subsets, forward
selection, backward elimination and least angle regression (LAR)
to investigate how pruning some connections from the reservoir
to the output layer can help increase the generalization capability
of reservoir computing. [28]. Kobialka and Kayani use a greedy fea-
ture selection algorithm to exclude irrelevant internal ESN states
[20]. The optimization of the connection structure of output
weights is a problem of whether internal and output layer nodes
are connected, thus, it is a discrete optimization problem.
Moreover, the dimension of optimization variable is equal to the
number of internal neurons. The number of internal neurons (gen-
erally 200–1000 neurons) must be large enough to capture all data
features given that the reservoir is generated at random. In sum,
the optimization of the connection structure of output weights of
ESN is a discrete, high-dimension, complex, and strongly nonlin-
earity feature selection problem. Existing feature selection
approaches, such as greedy search algorithms, suffer from a variety
of problems, such as stagnation in local optima and high computa-
tional cost [29]. Therefore, an efficient global search technique is
needed to address feature selection problems. Many studies report
that evolutionary computation algorithm effectively solve such
computational problems. Evolutionary computation techniques
are well-known for their global search ability, and have been
applied to feature selection problems. These includes particle
swarm optimization (PSO) [30,31] and genetic algorithms (GAs)
[32]. Compared with GAs, PSO is easier to implement, has fewer
parameters, computationally less expensive, and can converge
more quickly [33]. Due to these advantages, PSO has been used
as a promising method for feature selection problems. PSO is such
a global search technique, which is computationally less expensive,
easier to implement, has fewer parameters and can converge more
quickly than other techniques, such as GA.

PSO is a population-based optimization technique that emu-
lates the social behavior of animals, such as the swarming of
insects, the flocking of birds, and the schooling of fish, when
searching for food in a collaborative manner. This technique was
originally designed and introduced by Eberhart and Kennedy
[34,35] and has been widely applied in fields such as optimal con-
trol and design [36,37], biomedical [38–40], clustering and classifi-
cation [41,42], electronics and electromagnetics [43,44], bi-level
pricing problems in supply chains [45], and modeling [46–48].
The original PSO has been utilized in continuous space, where in
trajectories are defined as changes in position on an number of
dimensions. However, many optimization problems occur in dis-
crete space. Thus, the traditional PSO cannot solve binary combina-
tional optimization problem, such as structural topology
optimization. Thus, [49] introduce a discrete binary version of
PSO that can be used on discrete binary variables. In continuous
PSO, trajectories are defined as changes in position on an number
of dimensions. By contrast, binary particle swarm optimization

(BPSO) trajectories are changes in the probability that a coordinate
will take on a value of zero or one. BPSO has been used in many
applications, such as the problem of instance selection for time ser-
ies classification [50], ear detection [51], and feature selection [52].

There are some flaws still exist in original BPSO such as local
minima and slow convergence speed. [53] proposed a binary ver-
sion of bat algorithm to improve BPSO and the results prove that
the proposed binary bat algorithm is able to significantly improve
the performance on majority of the benchmark functions. [54] pro-
posed a hybrid PSO and gravitational search algorithm (GSA) and
the results prove that this hybrid algorithm outperforms both
PSO and GSA in terms of improved exploration and exploitation.

Ref. [55] presented a new discrete BPSO that addresses the dif-
ficulties associated with the original BPSO. To improve the general-
ization performance of ESN and to simplify its structure, the
current paper introduces an optimized ESN (O-ESN) that utilized
the new BPSO algorithm [55] to optimized the structure of connec-
tions from reservoir to the output layer of ESN. The remainder of
this article is organized as follows: Section 2 provides a brief over-
view of ESN design and training. Section 3 presents a short review
of the BPSO algorithm. Section 4 discusses the experimental
results. Finally, Section 5 presents a brief conclusion.

2. Echo state network

2.1. Architecture of the ESN

An ESN is composed of three parts, as illustrated in Fig. 1: The
left component has K input neurons, the internal (reservoir) part
has N reservoir neurons, and the right component has L output
neurons. The reservoir state sðtÞ and output oðtÞ at discrete time
step t are described by [56]:

sðtÞ ¼ f ðW s
u � uðtÞ þW s

s � sðt � 1Þ þW s
o � oTðt � 1ÞÞ ð1Þ

oðtÞ ¼ sTðtÞ �Wo
s ð2Þ

where f is the reservoir activation function (typically a hyperbolic
tangent or another sigmoidal function). uðtÞ; sðtÞ and oðtÞ are the
input, reservoir state, and output at discrete time step t respec-
tively. The connection weights between the input neurons and the
reservoir are presented in a N � K weight matrix W s
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Fig. 1. The basic architecture of ESN. Dashed arrows indicate connections which are
trained in the ESN approach. Shaded arrows indicate feedback connections that are
possible but not required. Black solid arrows indicate connections which are
random created and fixed during training.
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