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25People react to events, topics and entities by expressing their personal opinions and emotions. These
26reactions can correspond to a wide range of intensities, from very mild to strong. An adequate processing
27and understanding of these expressions has been the subject of research in several fields, such as business
28and politics. In this context, Twitter sentiment analysis, which is the task of automatically identifying and
29extracting subjective information from tweets, has received increasing attention from the Web mining
30community. Twitter provides an extremely valuable insight into human opinions, as well as new chal-
31lenging Big Data problems. These problems include the processing of massive volumes of streaming data,
32as well as the automatic identification of human expressiveness within short text messages. In that area,
33several methods and lexical resources have been proposed in order to extract sentiment indicators from
34natural language texts at both syntactic and semantic levels. These approaches address different dimen-
35sions of opinions, such as subjectivity, polarity, intensity and emotion. This article is the first study of how
36these resources, which are focused on different sentiment scopes, complement each other. With this pur-
37pose we identify scenarios in which some of these resources are more useful than others. Furthermore,
38we propose a novel approach for sentiment classification based on meta-level features. This supervised
39approach boosts existing sentiment classification of subjectivity and polarity detection on Twitter. Our
40results show that the combination of meta-level features provides significant improvements in perfor-
41mance. However, we observe that there are important differences that rely on the type of lexical resource,
42the dataset used to build the model, and the learning strategy. Experimental results indicate that manu-
43ally generated lexicons are focused on emotional words, being very useful for polarity prediction. On the
44other hand, lexicons generated with automatic methods include neutral words, introducing noise in the
45detection of subjectivity. Our findings indicate that polarity and subjectivity prediction are different
46dimensions of the same problem, but they need to be addressed using different subspace features. Lex-
47icon-based approaches are recommendable for polarity, and stylistic part-of-speech based approaches
48are meaningful for subjectivity. With this research we offer a more global insight of the resource compo-
49nents for the complex task of classifying human emotion and opinion.
50� 2014 Elsevier B.V. All rights reserved.
51

52

53
54 1. Introduction

55 Humans naturally communicate by expressing feelings,Q4 opin-
56 ions and preferences about the environment that surrounds them.
57 Moreover, the emotional load of a message, written or verbal, is
58 extremely important when it comes to understanding its true
59 meaning. Therefore, opinion and sentiment comprehension are a

60key aspect of human interaction. For many years, emotions have
61been studied individually and also collectively, in order to
62understand human behavior. The collective or social analysis of
63opinions and sentiment responds to the need to measure the
64impact or polarization that a certain event or entity has on a group
65of individuals. Social sentiment has been studied in politics to
66understand and forecast election outcomes, and also in marketing,
67to predict the success of a certain product and to recommend
68others.
69Before the rise of online social media, gathering data on opin-
70ions was expensive and usually achieved at very small scale. When
71users on the Web started communicating massively through this
72channel, social networks became overloaded with opinionated
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73 data. In that aspect, social media has opened new possibilities for
74 human interaction. Microblogging platforms, in particular, allow
75 real-time sharing of comments and opinions. Twitter,1 an extre-
76 mely popular microblogging platform, has millions of users that
77 share millions of personal posts on a daily basis. This rich and enor-
78 mous volume of user generated data offers endless opportunities for
79 the study of human behavior.
80 Manual classification of millions of posts for opinion mining is
81 an unfeasible task. Therefore, several methods have been proposed
82 to automatically infer human opinions from natural language texts.
83 Computational sentiment analysis methods attempt to measure
84 different opinion dimensions. A number of methods for polarity
85 estimation have been proposed in [3,12,13,23] discussed in depth
86 in Section 2. Polarity estimation is reduced into a classification
87 problem with three polarity classes – positive, negative and neutral
88 – with supervised and unsupervised approaches being proposed
89 for this task. In the case of unsupervised approaches, a number
90 of lexicon resources with positive and negative scores for words
91 exist. A related task is the detection of subjectivity, which is the
92 specific task of separating factual from opinionated text. This prob-
93 lem has also been addressed with supervised approaches [33]. In
94 addition, opinion intensities (strengths) have also become a matter
95 of study, for example, SentiStrength [30] estimates positive and
96 negative strength scores at sentence level. Finally, the emotion
97 estimation problem has also been addressed with the creation of
98 lexicons. The Plutchik wheel of emotions, proposed in [28], is com-
99 posed of four pairs of opposite emotion states: joy-trust, sadness-

100 anger, surprise-fear, and anticipation-disgust. Mohammad et al.
101 [20] labeled a number of words according to Plutchik emotional
102 categories, developing the NRC word-emotion association lexicon.
103 All of the approaches described above perform sentiment analysis
104 at a syntactic-level. On the other hand, there are approaches that
105 use semantic knowledge bases to perform sentiment analysis at a
106 semantic-level [5,24,25].
107 Regardless of the growing amount of work in this research area,
108 sentiment analysis remains a widely open problem, due in part to
109 the inherent subjectivity of the data, as well as language and com-
110 munication subtleties. In particular, opinions are multidimensional
111 semantic artifacts. When people are exposed to information
112 regarding a topic or entity, they normally respond to this external
113 stimuli by developing a personal point of view or orientation. This
114 orientation reveals how the opinion holder is polarized by the
115 entity. Additionally, people manifest emotions through opinions,
116 which are the driving forces behind motivations and personal dis-
117 positions. This indicates that emotions and polarities are mutually
118 influenced by each other, conditioning opinion intensities and
119 emotional strengths.
120 In this article we analyze the existing literature in the field of
121 sentiment analysis. Our literature overview shows that current
122 sentiment analysis approaches mostly focus on a particular opin-
123 ion dimension. Although these scopes are difficult to categorize
124 independently, we propose the following taxonomy for existing
125 work:

126 1. Polarity: These methods and resources aim to extract polarity
127 information from a passage. Polarity-oriented methods nor-
128 mally return a categorical variable whose possible values are
129 positive, negative and neutral. On the other hand, polarity-ori-
130 ented lexical resources are composed of positive and negative
131 words lists.
132 2. Strength: These methods and resources provide intensity levels
133 according to a polarity sentiment dimension. Strength-oriented
134 methods return numerical scores indicating the intensity or the

135strength of positive and negative sentiments expressed in a text
136passage. Strength-oriented lexical resources provide lists of
137opinion words together with intensity scores regarding positiv-
138ity and negativity.
1393. Emotion: These methods and resources are focused on extract-
140ing emotion or mood states from a text passage. An emotion-
141oriented method should classify the message to an emotional
142category such as sadness, joy, surprise, among others. Emo-
143tion-oriented lexical resources provide a list of words or expres-
144sions marked according to different emotion states.
145

146We analyze how each approach can be used in a complemen-
147tary way. In order to achieve this, we introduce a novel meta-fea-
148ture classification approach for boosting the sentiment analysis
149task. This approach efficiently combines existing sentiment analy-
150sis methods and resources focused on the three different scopes
151presented above. The main goals are to improve two major senti-
152ment analysis tasks: (1) Subjectivity classification, and (2) Polarity
153classification. We combine all of these aspects as meta-level input
154features for sentiment classification. To validate our approach we
155evaluate our classifiers on three existing datasets.
156Our results show that the composition of these features
157achieves significant improvements over individual approaches.
158This indicates that strength, emotion and polarity-based resources
159are complementary, addressing different dimensions of the same
160problem.
161To the best of our knowledge, this is the first study that com-
162bines polarity, emotion, and strength oriented sentiment analysis
163lexical resources, with existing opinion mining methods as meta-
164level features for boosting sentiment classification performance.2

165Furthermore, we perform lexicon analyses by comparing resources
166created manually to lexicons that were completely automatically
167created or partially automatically created. We explore the level of
168neutrality of each resource, and also their level of agreement. Our
169results indicate that manually generated lexicons are focused on
170emotional words, being very useful for polarity prediction. On the
171other hand, lexicons generated by automatic methods tend to
172include many neutral words, introducing noise in the detection of
173subjectivity. We observe also that polarity and subjectivity predic-
174tion are different dimensions of the same problem, but they need
175to be solved using different subsets of features. Lexicon-based
176approaches are recommendable for polarity, and stylistic part-of-
177speech based approaches are meaningful for subjectivity.
178This article is organized as follows. In Section 2 we provide a
179review of existing lexical resources and discuss related work on
180Twitter sentiment analysis. In Section 3 we describe our meta-level
181feature space representation of Twitter messages. The experimen-
182tal results are presented in Section 4. In Section 4.1 we explore the
183relationship between different opinion lexicons, and in Section 4.2
184we present our classification results. Finally, we conclude in Sec-
185tion 5 with a brief discussion.

1862. Related work

1872.1. Twitter sentiment analysis

188Twitter users tend to post opinions about products or services
189[26]. Tweets (user posts on Twitter) are short and usually straight
190to the point messages. Therefore, tweets are considered as a rich
191resource for sentiment analysis. Common opinion mining tasks
192that can be applied to Twitter data are sentiment classification
193and opinion identification. Twitter messages are at most,

1 http://www.twitter.com.

2 This article extends a previous workshop paper [4] and provides a more thorough
and detailed report.
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