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a b s t r a c t

The Dempster–Shafer theory of evidence (D–S theory) has been widely used in many information fusion
systems. However, the determination of basic probability assignment (BPA) remains an open problem
which can considerably influence final results. In this paper, a new method to determine BPA using core
samples is proposed. Unlike most of existing methods that determining BPA in a heuristic way, the pro-
posed method is data-driven. It uses training data to generate core samples for each attribute model.
Then, helpful core samples in generating BPAs are selected. Calculation of the relevance ratio based on
convex hulls is integrated into the core sample selection as a new feature of the proposed method. BPAs
are assigned based on the distance between the test data and the selected core samples. Finally, BPAs are
combined to get a final BPA using the Dempster’s combination rule. In this paper, compound hypotheses
are taken into consideration. BPA generated by the proposed method can be combined with some other
sources of information to reduce the uncertainty. Empirical trials on benchmark database shows the
efficiency of the proposed method.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Data fusion is an evolving technology used by human to inte-
grate data from sensors continually and make inferences about
the real world [1]. The information provided by single sensor
may be lack of accuracy or limited. Thus, the use of multiple
sensor is aimed to improve the accuracy and can provide the user
with increased information about the environment [2]. Applica-
tions of data fusion ranges from environment analysis [3,4],
clinical diagnosis [5,6], transportation management [7,8] and so
on. In order to integrate information from multisensor efficiently,
different strategies have been developed for data fusion. Classical
Bayesian theory and Dempster–Shafer theory of evidence (D–S
theory) [9,10] are two mainstream frameworks in data fusion.
When comparing with the classical Bayesian theory, the merit
of D–S theory is outweigh. As a useful tool to handle uncertainty,
D–S theory has been a research hotspot in the field of data fusion
[11–20].

Dempster–Shafer theory of evidence, introduced by Dempster
[9] and then developed by Shafer [10] since the early 1980’s, has
now developed into a mature stage. But at the same time, it also
has some problems. Although Dempster–Shafer theory of evidence
is widely used and has good performance in practical applications
[21–24], some basic problems are still not clarified. Within the
framework of D–S theory, the construction of basic probability
assignment (BPA) remains an important problem which can con-
siderably influence final results. However, the determination of
BPA remains an open issue. Till now, there is no general method
to determine BPA. Many authors have addressed this problem
through different approaches [25–28], but most of the existing
approaches determine BPA heuristically. Yager [26] associated
the D–S belief structure with a whole class of fuzzy measures,
and discussed the entropy of a fuzzy measure. Xu [28] put forward
a method to obtain BPA based on the normal distribution of data in
each attribute. Denoeux [25] proposed a neural network classifier
based on D–S theory. In Denoeux’s work [25], the determination
of BPA is implemented in a multilayer neural network with the
architecture of one input layer and two hidden layers. The weight
vector in the neural network is used to determine BPA based on the
distance of pattern to its k-nearest neighbor (k-NN) prototypes.
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Prototype is considered as a representative pattern for each class.
This method shows excellent performance as compared to existing
statistical and neural network techniques. However, prototype in
Denoeux’s work is generated on every single class. Although each
prototype is assumed to possess a degree of membership to each
class, Denoeux’s methods do not consider the BPA on compound
hypotheses and do not exploit all the strengths of the theory.
Compound hypotheses are useful and important to represent the
uncertainty and imprecise situation and hypothesis on compound
set is reallocated proportionally among singleton during the com-
bination process.

Inspired by Denoeux’s work [29,30,25], a new method to deter-
mine BPA is proposed in this paper. The main contribution of this
paper is the development of a new way to determine the BPA, in
which compound hypotheses are taken into consideration. BPA
generated by the proposed method can be combined with some
other sources of information to reduce the uncertainty. In this
method, the basic probability of a pattern to a class is assigned
by calculating distance with core samples representing each classi-
fication. Since not every core sample is helpful to generate a BPA,
whether and which core samples should be selected is quantified
by relevance ratio based on convex hulls. For each attribute in
the pattern, BPAs are generated and then combined using Demp-
ster’s combination rule to get a final BPA.

The present work extends the use of the Denoeux’s model
where BPA can be assigned not only on single hypothesis but also
on compound hypotheses. When evidence is not adequate, unlike
classical probability theory in which possibilities should be deter-
mined forcedly, D–S theory provides a flexible way to determine
BPA on both single hypotheses and compound hypotheses. There-
fore, when existing information is insufficient to make a convinc-
ing conclusion solely on single hypotheses, is it reasonable to
introduce compound hypotheses to modeling the uncertainty.
Also, we develop some new features into the proposed method that
uncertainty of subjectivity is reduced by core sample selection.

The rest of this paper is organized as follows. Section 2 starts
with some concepts on D–S theory and some necessary related
concepts. The proposed method determining basic probability
assignment using core samples and its detailed procedures are pre-
sented Section 3. In Section 4, experiments on pattern classification
task are conducted using the proposed method. Conclusion is
presented in Section 5.

2. Preliminaries

2.1. Dempster–Shafer theory of evidence

In this section, the main concepts underlying the Dempster–
Shafer theory of evidence are recalled. The Dempster–Shafer the-
ory of evidence, as introduced by Dempster [9] and then developed
by Shafer [10], has emerged from their works on statistical infer-
ence and uncertain reasoning. Compared with the Bayesian proba-
bility model, the merits of D–S theory have already been
recognized in various fields. First, the D–S theory can handle more
uncertainty in real world. In contrast to the Bayesian probability
model in which probability masses can be only assigned to single-
ton subsets, in D–S theory probability masses can be assigned to
both singletons and compound sets. Thus, more evidence will be
provided to illustrate the hypotheses or the distribution between
the singletons. Second, in D–S theory, no prior distribution is
needed before the combination of evidence from individual infor-
mation sources. Third, the D–S theory allows one to specify a
degree of ignorance in some situations instead of being forced to
be assigned for probabilities. Some notations in D–S theory are
introduced.

2.1.1. Frame of discernment
In D–S theory, Let

H ¼ h1; h2; . . . ; hnf g ð1Þ

be the finite set of mutually exclusive and exhaustive events. The
set of every subset of H, which has the cardinality of 2 Hj j, is called
the frame of discernment, denotes as

X ¼ ;; h1f g; h2f g; . . . ; hnf g; h1; h2f g; . . . ; h1; h2; . . . ; hnf gf g ð2Þ

2.1.2. Basic probability assignment (BPA)
When some pieces of evidence assigns probability masses to the

subsets of X, the resulting function is called a basic probability
assignment or a mass function. Mathematically, a basic probability
assignment is a function m mapping from the power set of H to
0;1½ �, satisfying

mð;Þ ¼ 0 ð3Þ

X

A # H

mðAÞ ¼ 1 ð4Þ

where ; is an empty set and A is any subsets of H and the mass
function mðAÞ represents how strongly the evidence supports A.

2.1.3. Dempster’s combination rule
The BPA obtained by two individual information sources are

combined according to Dempster’s combination rule, defined as

mðAÞ ¼ 1
1� K

X

B\C¼A

m1ðBÞm2ðCÞ ð5Þ

with

K ¼
X

B\C¼;
m1ðBÞm2ðCÞ ð6Þ

where A;B and C are subsets of 2 Hj j, and K is a normalization con-
stant, called the conflict coefficient of two BPAs.

2.1.4. Pignistic probability
After combination, mass function can be transformed into pig-

nistic probability [31] for decision making. Pignistic probability
for A is denoted as:

PpigðAÞ ¼
X

B # h

cardðA \ BÞ �mðBÞ
cardðBÞ � ð1�mð;ÞÞ ð7Þ

Since mð;Þ ¼ 0, this equation can be simplified as:

PpigðAÞ ¼
X

B # h

cardðA \ BÞ �mðBÞ
cardðBÞ ð8Þ

where cardðXÞ stands for the cardinality of set X.

2.2. Classical convexity

In the field of computational geometry, convexity [32] is a
widely studied problem. The determination of the convex hull
[33] is useful in many analysis methods and has successfully been
applied to many fields, such as pattern recognition and image pro-
cessing. If not special specified, the following concepts are based on
2-dimensional space. However, convexity properties also can be
seen in one dimension and higher dimensions. In this paper, con-
vex hull is analogously used to describe the shape of a set of data
points.
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