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24Sparse Representation based Graphs (SRGs) have attracted increasing interests in very recent years. How-
25ever, for lacking global constraints on solutions to sparse representation, SRGs cannot accurately reveal
26data structure when data are grossly corrupted. In this paper, in order to achieve robust classification
27of wide range of datasets when only a small number of labeled samples are available, we advance a
28new semi-supervised kernel low-rank representation graph (SKLRG), by combining low-rank representa-
29tion (LRR) with graphs and kernel trick. A kernel projection is first learned to find high-dimensional space
30where data have possible low-rank structure. Then a low-rank representation of the projected data is cal-
31culated from which we can derive a SKLRG matrix to evaluate data affinity and classify corrupted pat-
32terns. The proposed SKLRG can naturally reveal the relationship among data in the projected space,
33and can capture the global structure of complex data and implements more robust subspace segmenta-
34tion. Moreover, connected weights of SKLRG are refined by pairwise constrains where label information is
35explored to further improve the classification results. Some experiments are taken on some benchmark
36datasets and Synthetic Aperture Radar (SAR) images that are corrupted by speckle noise. The results show
37that the proposed SKLRG can achieve better performance than its counterparts when there are only a
38small number of labeled samples.
39� 2014 Elsevier B.V. All rights reserved.
40

41

42

43 1. Introduction

44 Semi-supervised classification using both labeled and unlabeled
45 samples has attracted considerable attention in recent years [1–
46 13]. It utilizes both labeled samples and the information conveyed
47 by the unlabeled samples to boost the algorithmic performance, so
48 making accurate classification from small labeled set possible.
49 Graph-based models are one of the most popular semi-supervised
50 approaches, with each sample spreads the information of labels to
51 its neighbors in the graph [14–16]. Their basic idea is to construct a
52 graph connecting similar samples to extract class-instance pairs
53 from both labeled and unlabeled data. Graphs encode the intuition
54 that similar samples have similar labels, and a graph regularization
55 term is derived to penalize any label assignment where two nodes
56 connected by a highly weighted edge are assigned different labels.
57 Nowadays graph based semi-supervised classifier has proved to be
58 able to identify classes of arbitrary distributions in many pattern
59 recognition tasks [17–21]. In this modeling scenario, the relation-
60 ship between labeled and unlabeled data remarkably impacts the
61 construction and performance of classifiers, so constructing repre-
62 sentative graphs to reveal the essential data structure is critical.

63Some commonly used graphs have been well investigated, such
64as k Nearest Neighbors (KNN) [22], Locally Linear Embedding
65(LLE) neighbors [23], e-ball neighbors (e-ball) [24] and so on. How-
66ever, most of these graphs adopt the cluster assumption and rely
67on pair-wise Euclidean distances to represent local data structures,
68which will be sensitive to data corruption.
69Recently high-dimensional statistics and optimization have
70brought many new tools for constructing more informative graphs.
71In very recent years, Sparse Representation based Graphs (SRG)
72attract increasing interests of researches in machine learning and
73image processing [25,26], where a sparse and datum-adaptive l1-
74graph over a dataset is derived by encoding each datum as a sparse
75representation of the remaining samples [27], and automatically
76selecting the most informative neighbors for each datum. Although
77SRGs have proved to outperform some traditional graphs in prac-
78tice, they assume that each sample can be individually coded by
79a sparse linear superposition of other samples, which emphasizes
80on describing the relationship of local similarity of examples and
81lacks global constraints on their solutions. Consequently SRGs
82may be inaccurate at capturing the global structures of data, espe-
83cially when data are grossly corrupted.
84Different with sparse representation, the recently developed
85low-rank representation (LRR) can find the lowest rank representa-
86tion of all data jointly, to reveal the global structure of data and
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87 correctly preserve the membership of samples that belong to the
88 same class when there are noises [28]. The so-obtained LRR Graphs
89 (LRRGs) can capture the global mixture of subspaces structure by
90 the low rankness, hence is both generative and discriminative for
91 semi-supervised classification [29,30].
92 A comparison of SRG and LRRG is shown in Fig. 1, where
93 Fig. 1(a) plots the sparse representation of noisy data that consist
94 of three classes of noisy samples, and Fig. 1(b) plots the low-rank
95 representation of data. From them we can see that because of the
96 existence of noises, sparse coefficients cannot accurately reveal
97 the affinity of samples. However, when treating with corrupted
98 data, the corruption will largely increase the rank of Z. So the con-
99 structed LRRG is robust to noises and outliers because the low-rank

100 criterion will enforce to correct corruptions.
101 Although LRRGs explore the global structure of data via the low-
102 rankness [31–39], they have limitations in the sense that the data
103 distribution we are trying to model is typically complex, and does
104 not follow a strict low-rank model but a nonlinear low-rank one.
105 Therefore, LRRGs will fail to segment data with a nonlinear union
106 of subspaces structure. This can partially explain the failure of
107 LRRGs works bad on some benchmark datasets (for example, some
108 data in University of California, Irvine dataset) and some
109 real-world data [28]. In this paper, in order to achieve robust clas-
110 sification of a wide range of datasets when only a small number of
111 samples are available, we explore the global structure in the
112 projection domain via the graph kernel, and present a new semi-
113 supervised kernel low-rank representation graph (SKLRG). A kernel
114 projection is first learned to find high-dimensional space where
115 data have possible low-rank structure. Then a low-rank represen-
116 tation of the projected data is calculated from which we can derive
117 an affinity matrix to reveal the complex data structure. Because
118 LRR casts the global constraint on its solution, SKLRG can naturally
119 reveal the relationship among data in the projected space, and can
120 capture the global structure of data and implement more robust
121 subspace segmentation from corrupted samples. Moreover, piece-
122 wise constraints of the graph cut formulation become applicable
123 when the data are transformed implicitly by a kernel function.
124 Therefore, the pairwise constraints are added into the graph to pro-
125 vide the supervision information: a must-link (ML) constraint
126 specifies that the pair of instances should be assigned to the same
127 cluster, and a cannot-link (CL) constraint specifies that the pair of
128 instances should be placed into different clusters.
129 Compared with available graph-based semisupervised classifi-
130 cation approaches, the proposed method has the following charac-
131 teristics: (1) It extends the low-rankness assumption of data

132structure to the projection space, to formulate a new kernel LRR
133graph from which an accurate classification of a wider range of
134datasets can be obtained; (2) Pairwise constraints are added into
135the new graph to further improve the classification accuracy. Some
136experiments are taken on some benchmark datasets and Synthetic
137Aperture Radar (SAR) images that are corrupted by speckle noise
138due to random interference of electromagnetic waves, and the
139result show that SKLRG can achieve better performance than other
140related methods when only a small number of labeled samples are
141available.
142The rest of this paper is organized as follows: In Section 2, the
143LLR graph, kernel LRR graph and the pairwise constraints refined
144kernel LRR graph are discussed. The proposed SKLRG is depicted
145in detail in Section 3. The experimental results and our analysis
146are presented in Section 4. Finally, we conclude our work in Section
1475.

1482. Kernel low rank representation graph with pairwise
149constraints

150In this section, the low-rank representation and low-rank repre-
151sentation graph are first introduced. Then we advance a new kernel
152low-rank representation, from which we derive a kernel low-rank
153representation graph. Finally the kernel low-rank representation
154graph with pairwise constraints will be discussed.

1552.1. Low rank representation graph (LRRG)

156Given a set of samples X = [x1, x2, . . . , xn], with each datum
157xi e Rd(i = 1, ..., n), and assume that X can be represented as a linear
158combination of the columns (or atoms) in a dictionary A, LRR aims
159to jointly find the lowest rank representation of all data: X = AZ + E,
160where Z is a low-rank matrix and E is the noise. In our work, we
161use X itself as the dictionary for self-expressive. Therefore the
162low rank self-expressive representation of X can then be formu-
163lated as [28],
164

min
Z;E

rankðZÞ þ kkEk2;1

s:t: X ¼ XZþ E

(
ð1Þ

166166

167where Z = [z1, z2, . . . zn] is the low-rank coefficient matrix, and k > 0
168is a Lagrange parameter. The l2/l1-norm of the matrix E, kEk2,1 is

169defined by kEk2;1 ¼
P

j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
iðEÞ

2
ij

q
. Given a set of data drawn from a

170union of multiple subspaces, its low-rank representation coeffi-
171cients can be used to define the affinities of an undirected graph,

×
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(a) Sparse representation 
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(b) Low-rank representation

Fig. 1. Comparision of sparse representation with low-rank representation.
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