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28Recently, recommender systems have attracted increased attention because of their ability to suggest
29appropriate choices to users based on intelligent prediction. As one of the most popular recommender
30system techniques, Collaborative Filtering (CF) achieves efficiency from the similarity measurement of
31users and items. However, existing similarity measurement methods have reduced accuracy due to prob-
32lems such as data correlation and data sparsity. To overcome these problems, this paper introduces the
33Grey Forecast (GF) model for recommender systems. First, the Cosine Distance method is used to com-
34pute the similarities between items. Then, we rank the items, which have been rated by an active user,
35according to their similarities to the target item, which has not yet been rated by the active user; we
36use the ratings of the first k items to construct a GF model and obtain the required prediction. The advan-
37tages of the paper are threefold: first, the proposed method introduces a new prediction model for CF,
38which, in turn, yields better performance of the model; second, it is able to alleviate the well-known spar-
39sity problem as it requires less data in constructing the model; third, the model will become more effec-
40tive when strong correlations exist among the data. Extensive experiments are conducted and the results
41are compared with several CF methods including item based, slope one, and matrix factorization by using
42two public data sets, namely, MovieLens and EachMovie. The experimental results demonstrate that the
43proposed algorithm exhibits improvements of over 20% in terms of the mean absolute error (MAE) and
44root mean square error (RMSE) when compared with the item based method. Moreover, it achieves com-
45parative, or sometimes even better, performance when compared to the matrix factorization methods in
46terms of accuracy and F-measure metrics, even with small k.
47� 2014 Elsevier B.V. All rights reserved.
48

49

50
51 1. Introduction

52 Recommender systems help users cope with the information
53 overload experienced in a wide range of Web services and have
54 been widely adopted in various applications, such as e-commerce
55 (e.g., Amazon1), online video sharing (e.g., YouTube2), and online
56 news aggregators (e.g., Digg3). Recommender systems have also
57 been successfully developed for e-business and e-government appli-
58 cations [1–3]. They can be used to present the most attractive and
59 relevant items to the user based on the individual user’s characteris-

60tics. As one of the most promising recommender techniques [4], col-
61laborative filtering (CF) predicts the potential interests of an active
62user by considering the opinions of users with similar preferences.
63As compared to other recommender techniques (e.g., content based
64methods [5]), CF technologies have the capability to recommend
65unanticipated items to users, which are not similar to those they
66have seen before; this could work well in domains where the attri-
67bute content of items is difficult to parse. Generally, the representa-
68tive CF technique, namely, the memory based CF technique [6], has
69been widely used in many commercial systems due to its simplistic
70algorithm and reasonably accurate recommendations. It obtains the
71user’s ratings on different items by explicitly asking the user or by
72implicitly observing the user’s interactions with the systems; these
73ratings are stored into a table known as the user-item rating matrix.
74Then, the memory based CF methods use similarity measurement
75methods to filter out the users (or items) that are similar to the
76active user (or the target item) and calculate the prediction from
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77 the ratings of these neighbors. Memory based methods can be fur-
78 ther classified into user based methods [7] or item based methods
79 [8] depending on whether the process of defining neighbors follows
80 the process of finding similar users or similar items.
81 Despite its widespread use, memory based CF techniques still
82 suffer from several major problems, including the data sparsity
83 problem [4,9], data correlation problem [10], and cold start prob-
84 lem [11,12]. The cold start problem can be regarded as a data spar-
85 sity problem. Hence, in this paper, we focus on the first two issues.
86 In most recommender systems, each user rates only a small subset
87 of the available items, and therefore, most of the entries in the rat-
88 ing matrix are empty. In such cases, determining similar users or
89 items becomes a considerable challenge. Consequently, the simi-
90 larity between two users or items cannot be calculated and the
91 prediction accuracy becomes very low. Furthermore, the active
92 users always tend to consume similar commodities, and the ratings
93 for these items will be close, which indicates that there are strong
94 correlations among the ratings. However, the existing similarity
95 measurement methods, such as Cosine Distance and Pearson Cor-
96 relation, suffer from such issues. Therefore, we cannot directly
97 use similarities for rating prediction. To overcome these shortcom-
98 ings, some researchers have developed algorithms that use models
99 employing pure rating data to make predictions, such as clustering

100 CF models [13,14], Bayesian belief nets (BNs) CF models [15,16],
101 Markov decision process based (MDP-based) CF models [17], and
102 latent semantic CF models [18]. However, some of these models
103 are extremely complicated, require estimation of multiple param-
104 eters, and are sensitive to the statistical properties of data sets. In
105 practice, many of these theoretical models have not been used in
106 recommender systems due to the high costs involved.
107 In addition, dimensionality reduction techniques, such as singu-
108 lar value decomposition (SVD) [19], have been investigated to alle-
109 viate the data sparsity problem, where the unrepresentative users
110 or items in the user-item rating matrix are removed to reduce the
111 dimensionalities. However, useful information may be lost when
112 certain users or items are discarded, and it is difficult to factor
113 the matrix due to the high portion of missing values caused by
114 its sparseness. Koren et al. [20] proposed a matrix factorization
115 model, which is closely related to SVD. The model learns by only
116 fitting the previously observed ratings. Its excellent performance
117 enables it to be considered a state-of-the-art approach in rating
118 prediction, but it also faces parameter estimation problems and
119 high time complexities. Luo et al. [21,22] improved the matrix fac-
120 torization based method by including incremental computations
121 and applying an adaptive learning rate.
122 In this paper, we present novel approaches that aim at
123 overcoming data sparsity limitations and benefiting from the data
124 correlations existing among the ratings rather than eliminating
125 them altogether. In particular, the proposed algorithm calculates
126 the similarities between the items using the simplest method,
127 namely, the Cosine Distance measurement method. It is worth not-
128 ing that we do not directly use the exact value of the similarities,
129 but rather rank the items according to their similarities. Then, a
130 Grey Forecast (GF) model is constructed for rating prediction. This
131 model has been successfully adopted for forecasting in several
132 fields, such as finance [23], integrated circuit industry [24], the
133 market for air travel [25], and underground pressure for working
134 surface [26]. We compare the performances of the proposed algo-
135 rithm with several other CF methods, including item based meth-
136 ods, slope one, and the state-of-the-art matrix factorization based
137 method. Extensive experiments were conducted on two public
138 data sets, namely, MovieLens and EachMovie. The results provide
139 empirical evidence that the GF model can indeed cope effectively
140 with data sparsity and correlation problems.
141 The remainder of this paper is organized as follows. Section 2
142 provides a detailed description of conventional user based CF

143(UCF) methods, item based CF (ICF) methods, the definition of
144existing problems, and our contributions. Section 3 presents the
145proposed GF model based algorithm in detail. Section 4 describes
146the experimental study, including experimental data sets, evalua-
147tion metrics, methodology, analysis of results, followed by a final
148section on conclusions and future work.

1492. Related work

150The CF technique is one of the most successful recommender
151techniques [27]: it can be classified into memory based CF tech-
152niques [7,8] such as similarity or neighborhood based CF algo-
153rithms, model based CF techniques such as clustering CF
154algorithms [13,14], and hybrid CF techniques such as personality
155diagnosis [28], hybrid fuzzy-based personalized recommender sys-
156tem [1], and hybrid semantic recommendation system [29]. As a
157representative memory based CF technique, the similarity based
158method represents one of the most successful approaches for rec-
159ommendation. They have been extensively deployed into commer-
160cial systems and been comprehensively studied [4,30]. This class of
161algorithms can be further divided into user and item based meth-
162ods. The former is based on the basic assumption that people who
163share similar past preferences tend to agree in their future prefer-
164ences. Hence, for the target user, the potential interest for an object
165is predicted according to the ratings from the users who are similar
166to the target user. As opposed to the user based method, an item
167based method recommends the items that are similar to what
168the active user has consumed before. In a typical memory based
169CF scenario, there is a set of n users U ¼ fu1;u2; . . . ;ung, a set of
170m items I ¼ fi1; i2; . . . ; img, and the n�m user-item rating matrix.
171The ratings can either be explicit indications, such as an integer
172number from 1 to 5 (The integer number represents the rating a
173user gives to the item. Usually, number 1 means that the user does
174not like the item, while number 5 indicates the user is very satis-
175fied with the item.), or implicit indications, such as purchases or
176click-throughs [31]. For example, implicit user behaviors (Table
1771a) can be converted into a user-item rating matrix R (Table 1b).
178When the kth user has purchased the lth item, R(k, l) for the kth
179row and the lth column of the matrix is assigned to rating 1. If
180the kth user has not purchased the lth item yet, a null value is
181assigned toR(k, l). Therefore, the recommendation problem is
182reduced to predicting the null entries (Lily is the active user for
183whom we want to make recommendations for in Table 1b). Gener-
184ally, the procedure for this type of CF method consists of two steps:
185similarity measurement and rating prediction.

1862.1. Similarity measurement

187The critical step in memory based CF algorithms is the similar-
188ity computation between users or items [32–35]. In UCF methods,
189the similarity sðux;uyÞ, between the users ux, and uy is determined

Table 1
An example of a user-item rating matrix.

User Purchase Not Purchase

(a)
Alice Milk, Bread, Cake Beer
Lily Milk, Bread Cake, Beer
Lucy Milk, Cake Bread, Beer
Bob Bread, Beer Milk, Cake

Bread Beer Cake Milk

(b)
Alice 1 1 1
Lily 1 ? 1
Lucy 1 1
Bob 1 1
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