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a b s t r a c t

Transactions in real-world applications usually consist of quantitative values. Some fuzzy data mining
approaches have thus been proposed for deriving linguistic rules from such transactions. Since member-
ship functions may have a critical influence on the final mining results, several genetic-fuzzy mining
approaches have been proposed for mining appropriate membership functions and fuzzy association
rules at the same time. Most of them, however, focus on a single level and consider only one objective
function. This paper proposes a multi-objective multi-level genetic-fuzzy mining (MOMLGFM) algorithm
for mining a set of non-dominated membership functions for mining multi-level fuzzy association rules.
The algorithm first encodes the membership functions of each item class (category) into a chromosome
according to the given taxonomy. Two objective functions are then considered. The first one is the knowl-
edge amount mined out at different levels, and the second one is the suitability of membership functions.
The fitness value of each individual is then evaluated using these two objective functions. After the evo-
lutionary process terminates, various sets of membership functions can be used for deriving multi-level
fuzzy association rules according to decision-makers. Experimental results on the simulated and real
datasets show the effectiveness of the proposed algorithm.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Data mining is most commonly used to derive association rules
from transaction data [1]. A variety of mining approaches based on
the Apriori algorithm [1] have been proposed [4,32]. Most of them
focus on finding association rules on a single level, and many ap-
proaches have been proposed for mining multi-level association
rules to discover more specific and important knowledge from data
[14,33].

Most of the approaches mentioned above focus on binary-val-
ued transaction data, but data in real-world applications usually
consist of quantitative values. Fuzzy data mining algorithms have
thus been proposed for handling quantitative transactions and
mining fuzzy association rules [5,17,26,35]. As for multi-level fuzzy
mining, according to the given fuzzy generalization hierarchies, Lee
proposed a generalized fuzzy quantitative association rule mining
algorithm [23], and Hong et al. proposed a multi-level fuzzy asso-

ciation rule mining approach [18]. Their method first transforms
quantitative transactions into fuzzy values using the predefined
membership functions and taxonomy, and then a top-down pro-
gressively deepening approach is used to find large itemsets and
rules. Additionally, in order to reduce the time complexity, only
the linguistic term with the maximum cardinality of each item is
used in the later mining processes. In [21], Kaya and Alhajj pro-
posed a weighted fuzzy rule mining approach based on Hong
et al.’s approach. In 2008, Lee et al. proposed a fuzzy mining algo-
rithm for discovering generalized fuzzy association rules with mul-
tiple supports of items to extract implicit knowledge from
quantitative transaction data [27].

These earlier approaches all assume that the membership func-
tions are known in advance. However, the given membership func-
tions may have a critical influence on the final mining results. In
the past decade, some genetic systems and approaches for knowl-
edge engineering have been proposed, such as genetic tuning, ge-
netic KB learning, and genetic rule learning [12,24]. Various
genetic-fuzzy mining (GFM) approaches have also been proposed
to derive appropriate membership functions and mining fuzzy
association rules [2,6,16,20,22]. Kaya and Alhajj proposed a genetic
algorithm (GA)-based approach to derive a predefined number of
membership functions to obtain the maximum profit within a
user-specified interval of minimum supports [20]. Hong et al. also
proposed a GFM algorithm for extracting both association rules
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and membership functions from quantitative transactions [16].
Alcala-Fdez et al. then modified this approach and proposed an en-
hanced approach based on the 2-tuples linguistic representation
model [2]. Matthews et al. proposed a temporal fuzzy association
rule mining with the 2-tuples linguistic representation [29]. In
addition, multi-objective GFM approaches have been proposed
[6,22,28].

However, these GFM algorithms focus on a single level. Few
works have focused on multi-level GFM algorithms. In [7], the
present authors proposed a multi-level GFM algorithm for mining
membership functions and fuzzy association rules with taxonomy.
Since decision-makers may consider different criteria in real appli-
cations, multi-objective optimization problems have become
increasingly important. The present study thus proposes a multi-
objective multi-level GFM (MOMLGFM) algorithm for mining sets
of membership functions and fuzzy association rules. According
to the given taxonomy, the algorithm first encodes the member-
ship functions of each item class (category) into a chromosome.
Two objective functions are then used to evaluate the fitness value
of each individual. The first one is the summation of the large 1-
itemsets of each item in all concept levels. The second one is the
suitability of membership functions in each chromosome. After
the evolution process terminates, sets of membership functions
can be used for mining multi-level fuzzy association rules accord-
ing to the different criteria of the decision-makers.

The remaining parts of this paper are organized as follows. The
GA-based multi-objective optimization problem is stated in Sec-
tion 2. The multi-objective genetic algorithm (MOGA)-based mul-
ti-level fuzzy data framework is described in Section 3. The
components of the proposed approach are described in Section 4.
The details of the proposed algorithm are given in Section 5. An
illustrative example is presented in Section 6. Experiments to show
the performance of the proposed algorithm are reported in Sec-
tion 7. The conclusion and future work are stated in Section 8.

2. Ga-based multi-objective optimization problems

In traditional optimization problems, the goals to be achieved
are usually transformed into fitness functions for maximization
or minimization. Unfortunately, it is not easy to find the best fit-
ness function for a problem in advance. In addition, several criteria
may be considered in a real application, making multi-objective
optimization problems increasingly important. Formally, a multi-
objective optimization problem can be defined as follows:

Min=Max y ¼ gðxÞ ¼ ðg1ðxÞ; g2ðxÞ; . . . ; gmðxÞÞ
subject to x ¼ ðx1; x2; . . . ; xnÞ 2 X and y ¼ ðy1; y2; . . . ; ymÞ 2 Y

where x is the decision vector, y is the objective vector, X represents
the decision space, and Y represents the objective space. Several GA-
based approaches have been proposed to solve such problems. For
example, Schaffer proposed the vector-evaluated genetic algorithm
(VEGA) to solve multi-objective optimization problems [31]. Fonse-
ca et al. pointed out that VEGA has two problems [11]. The first one
is that two non-dominated individuals are sampled at different
rates. The second one is that the population tends to split into dif-
ferent species. They thus proposed a modified approach called
MOGA that uses the extended rank-based fitness assignment [11]
for solving the above two problems. They also defined three rela-
tionships among chromosomes, namely inferiority, superiority,
and non-inferiority [11]. The MOGA strategy is used to find the
set of non-inferiority solutions, also called Pareto-optimal solutions
or the Pareto front. Fig. 1 explains the three relationships and Par-
eto-optimal solutions.

In Fig. 1, there are ten chromosomes and two objectives. The
two objective values of a chromosome are represented by a data

point in the figure. Take chromosomes C1 and C2 as an example.
Chromosome C2 is said to be inferior to C1 since both the objective
values of C2 are worse than those of C1. In this case, it is also said
that C2 is dominated by C1. In other words, chromosome C1 is supe-
rior to and dominates C2. Chromosome C1 is said to be non-inferior
to C7 and vice versa. In this case, both C1 and C7 are non-dominated
points. The goal of MOGA is thus to find the non-dominated points
(Pareto-optimal solutions). In this example, chromosomes C1, C7,
C8, C9, and C10 are non-dominated points.

3. Moga-based multi-level fuzzy data mining framework

This section proposes a MOGA-based multi-level fuzzy data
mining framework for mining membership functions that are suit-
able for items with taxonomy. The derived Pareto-optimal solu-
tions are then used to mine multi-level fuzzy association rules.
The proposed framework is shown in Fig. 2.

The proposed framework consists of two phases, namely a mul-
ti-objective genetic-fuzzy membership function (MF) acquisition
process and a multi-level fuzzy association rule mining process.
The first phase generates and transforms the membership func-
tions of each item category into a fixed-length string, which is
known as a chromosome or an individual, according to the given
taxonomy. The values of the objective functions of all chromo-
somes are then calculated for evaluating fitness values and execut-
ing genetic operations. The Pareto-optimal solution set is then used
to keep the non-dominated solutions during the acquisition pro-
cess. In the second phase, each Pareto solution (a set of member-
ship functions) is used to mine multi-level fuzzy association
rules. Note that various rule mining approaches can be used in this
phase [18].

4. Components of proposed approach

This paper proposes the multi-objective multi-level GFM algo-
rithm for deriving a set of membership functions for mining fuzzy
rules. The details of the components in the proposed approach are
described below.

4.1. Chromosome representation

It is important to encode membership functions as a string rep-
resentation for GAs to be applied. Several possible encoding ap-
proaches are described in [2,8,25,30]. In order to effectively
encode the associated membership functions, two parameters are
used to represent each one, as in Parodi and Bonelli [30]. Thus, in
multi-level fuzzy rule mining, membership functions applied to
an item class (category) are assumed to be isosceles-triangle func-
tions, as shown in Fig. 3.
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Fig. 1. Example of Pareto-optimal solutions.

54 C.-H. Chen et al. / Knowledge-Based Systems 54 (2013) 53–65



Download English Version:

https://daneshyari.com/en/article/6862687

Download Persian Version:

https://daneshyari.com/article/6862687

Daneshyari.com

https://daneshyari.com/en/article/6862687
https://daneshyari.com/article/6862687
https://daneshyari.com

