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a b s t r a c t

Incremental learning is an efficient technique for knowledge discovery in a dynamic database, which
enables acquiring additional knowledge from new data without forgetting prior knowledge. Rough set
theory has been successfully used in information systems for classification analysis. Set-valued informa-
tion systems are generalized models of single-valued information systems, which can be classified into
two categories: disjunctive and conjunctive. Approximations are fundamental concepts of rough set the-
ory, which need to be updated incrementally while the object set varies over time in the set-valued infor-
mation systems. In this paper, we analyze the updating mechanisms for computing approximations with
the variation of the object set. Two incremental algorithms for updating the approximations in disjunc-
tive/conjunctive set-valued information systems are proposed, respectively. Furthermore, extensive
experiments are carried out on several data sets to verify the performance of the proposed algorithms.
The results indicate the incremental approaches significantly outperform non-incremental approaches
with a dramatic reduction in the computational speed.

� 2013 The Authors. Published by Elsevier B.V. All rights reserved.

1. Introduction

Granular Computing (GrC), a new concept for information pro-
cessing based on Zadeh’s ‘‘information granularity’’, is a term of
theories, methodologies, techniques, and tools that makes use of
granules in the process of problem solving [1,2]. With the develop-
ment of artificial intelligence, the study on the theory of GrC has
aroused the concern of more and more researchers [3–5]. Up to
now, GrC has been successfully applied to many branches of artifi-
cial intelligence. The basic notions and principles of GrC have ap-
peared in many related fields, such as concept formation [6],
data mining [7] and knowledge discovery [8,9].

Rough Set Theory (RST) is a powerful mathematical tool for
dealing with inexact, uncertain or vague information [10]. It is also
known as one of three primary models of GrC [11]. In recent years,
there has been a rapid growth of interest in RST and its applica-
tions. It seems to be of fundamental importance to artificial intel-
ligence and cognitive sciences, especially in the areas of machine
learning, decision analysis, expert systems, inductive reasoning
and pattern recognition [13–16]. The data acquired for rough set

analysis is represented in form of attribute-value tables, consisting
of objects (rows) and attributes (columns), called information sys-
tems [17]. In real-life applications, data in information systems is
generated and collected dynamically, and the knowledge discov-
ered by RST need to be updating accordingly [12]. The incremental
technique is an effective method to update knowledge by dealing
with the new added-in data set without re-implementing the ori-
ginal data mining algorithm [18,19]. Many studies have been done
towards the topic of incremental learning techniques under RST.
Considering the problem of discretization of continuous attributes
in the dynamic databases, Dey et al. developed a dynamic discre-
duction method based on RST and notions of Statistics, which
merges the two tasks of discretization and reduction of attributes
into a single seamless process, so as to reduce the computation
time by using samples instead of the whole data to discretize the
variables [20]. Considering the problem of dynamic attribute
reduction, Hu et al. proposed an incremental positive region reduc-
tion algorithm based on elementary set, which can generate a new
positive region reduction quickly when a new object is added into
the decision information systems [28]. From the view of informa-
tion theory, Wang et al. proposed an incremental attribute reduc-
tion algorithm based on three representative entropies by
considering changes of data values, which can generate a feasible
reduct in a much shorter time. However, the algorithm is only
applicable on the case of the variation of data one by one [21]. Fur-
thermore, Wang et al. developed a dimension incremental strategy
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for attribute reduction based on information entropy for data sets
with dynamically increasing attributes [22]. Since the core of a
decision table is the start point to many existing algorithms of
attribute reduction, Yang et al. introduced an incremental updating
algorithm of the computation of a core based on the discernibility
matrix, which only inserts a new row and column, or deletes one
row and updates corresponding column when updating the dis-
cernibility matrix [29]. Considering the problem of dynamic rule
induction, Fan et al. proposed an incremental rule-extraction algo-
rithm (REA) based on RST, which updates rule sets by partly mod-
ifying original rule sets without re-computing rule sets from the
very beginning and the proposal approach is especially useful in
a large database, since it does not re-compute the reducts/rules
that are not influenced by the incremental data set [23]. Neverthe-
less, alternative rules which are as preferred as the original desired
rules might exist since the maximum of strength index is not un-
ique. The REA may lead to non-complete rules, then an incremental
alternative rule extraction algorithm (IAREA) was proposed to ex-
clude the repetitive rules and to avoid the problem of redundant
rules [24]. Zheng et al. developed a rough set and rule tree based
incremental algorithm for knowledge acquisition, which is not
only obviously quicker than that of classic algorithm, but also
has a better performance of knowledge learned by the proposed
algorithm to a certain degree [25]. Liu et al. defined a new concept
of interesting knowledge based on both accuracy and coverage of
the generated rules in the information system, and presented an
optimization model using the incremental matrix for generating
interesting knowledge when the object set varies over time
[26,27].

The main goal of RST is to synthesize approximations of con-
cepts from the acquired data, which is a necessary step for express-
ing and reducing incomplete and uncertain knowledge based on
RST [30–32]. The knowledge hidden in information systems can
be discovered and expressed in the form of decision rules accord-
ing to the lower and upper approximations [36–39]. In order to re-
solve the problem of high computation complexity in computing
approximations under the dynamic information systems, many
incremental updating algorithms have been proposed. Therefore,
extensive efforts have been devoted to efficient algorithms for
computing approximations. Li et al. presented an incremental
method for updating approximations in an incomplete information
system through the characteristic relation when the attribute set
varies over time, which can deal with the case of adding and
removing some attributes simultaneously in the information sys-
tem [40]. Since the domain of attributes may change in real-life
applications, attributes values may be added to or deleted from
the domain, Chen et al. proposed the incremental updating ap-
proach of approximations while attributes values coarsening or
refining in the complete and incomplete information systems
[35]. Zhang et al. discussed the change of approximations in neigh-
borhood decision systems when the object set evolves over time,
and proposed two fast incremental algorithms for updating
approximations when multiple objects enter into or get out of
the neighborhood decision table [33]. Li et al. firstly introduced a
kind of dominance matrix to calculate P-dominating sets and P-
dominated sets in dominance-based rough sets approach, and pro-
posed the incremental algorithms for updating approximations of
an upward union and downward union of decision classes [34]. In-
stead of considering the incremental updating strategies of rough
sets, Cheng proposed two incremental methods for fast computing
the rough fuzzy approximations, which are established respec-
tively based on the redefined boundary set and the relation be-
tween a fuzzy set and its cut sets [41].

However, to our best knowledge, previous studies on incremen-
tal computing approximations mainly concerned in the single-val-
ued information systems, but little attention has been paid to the

set-valued information systems. Set-valued information systems
are an important type of data tables, and generalized models of sin-
gle-valued information systems [42]. In many practical decision-
making issues, set-valued information systems have very wide
applications, which can be used in intelligent decision-making
and knowledge discovery from information systems with uncertain
information and set-valued information. In such systems, some of
the attribute values of an object may be set-valued, which are al-
ways used to characterize the incomplete information, i.e., the val-
ues of some attributes are unknown or multi-values. On the other
hand, we often encounter the scenario where the ordering of prop-
erties of the considering attributes plays a crucial role in the analy-
sis of information systems. Considering attributes with preference-
ordered domains is an important characteristic of multi-attribute
decision making problems in practice. Greco et al. proposed the
Dominance-based Rough Sets Approach (DRSA) [44,45]. This inno-
vation is mainly based on the substitution of the indiscernibility
relation by a dominance relation. Furthermore, Qian et al. estab-
lished a rough set approach in Set-valued Ordered Information Sys-
tems (SOIS) to take into account the ordering properties of
attributes in set-valued information systems, and classified the
SOIS into two categories: disjunctive and conjunctive systems
[43]. Since the characteristics of the set-valued information systems
is different from that of single-valued information systems (such
as: some of the attribute values for an object are set-valued), the
method for knowledge acquisition in the single-valued information
systems cannot be applied directly to the set-valued ones. For this
reason, the incremental method for updating approximations in
the dynamic set-valued information systems is discussed in this pa-
per. In [46], Zhang et al. proposed an incremental method for com-
puting approximations in set-valued information systems under
the tolerance relation, when the attribute set varies with time. In
this paper, we focus on updating knowledge under the variation
of the object set in SOIS. Firstly, we discuss the principles of incre-
mental updating approximations when the objects in the universe
change (increase or decrease) dynamically in the conjunctive/dis-
junctive SOIS. Then two incremental updating algorithms are pro-
posed based on the principles. Finally, the performances of two
incremental algorithms are evaluated on a variety of data sets.

The remainder of the paper is organized as follows. In Section 2,
some basic concepts of RST in SOIS are introduced. The principles
and some illustrated examples for incremental updating approxi-
mations with the variation of the object set are presented in Sec-
tion 3. In Section 4, we propose the incremental algorithms for
computing approximations based on the updating principles. Per-
formance evaluations are illustrated in Section 5. The paper ends
with conclusions and further research topics in Section 6.

2. Preliminaries

For convenience, some basic concepts of rough sets and SOIS are
reviewed in this section [42,43].

A set-valued information system is an ordered quadruple
S = (U,C [ {d},V, f), where U = {x1, x2, . . . , xn} is a non-empty finite
set of objects, called the universe. C is a non-empty finite set of
condition attributes and d is a decision attribute with C \ {d} = ;;
V = VC [ Vd, where V is the domain of all attributes, VC is the domain
of all condition attributes and Vd is the domain of the decision attri-
bute; f is a mapping from U � (C [ {d}) to V such that
f : U � fCg ! 2Vc is a set-valued mapping and f: U � {d} ? Vd is a
single-valued mapping.

In an information system, if the domain (scale) of a condition
attribute is ordered according to a decreasing or increasing prefer-
ence, then the attribute is a criterion.
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