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Abstract

The solution of an LS-SVM has suffered from the problem of non-sparseness.
The paper proposed to apply the KMP algorithm, with the number of support
vectors as the regularization parameter, to tackle the non-sparseness problem of
LS-SVMs. The idea of the kernel matching pursuit (KMP) algorithm was first
revisited from the perspective of the QR decomposition of the kernel matrix on
the training set. Strategies are further developed to select those support vectors
which minimizes the leave-one-out cross validation error of the resultant sparse
LS-SVM model. It is demonstrated that the LOOCV of the sparse LS-SVM
can be computed accurately and efficiently. Experimental results on bench-
mark datasets showed that, compared to the SVM and variants sparse LS-SVM
models, the proposed sparse LS-SVM models developed upon KMP algorithms
maintained comparable performance in terms of both accuracy and sparsity.
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1. Introduction

Support Vector Machines (SVM) [22] are a family of algorithms for classifica-
tion and regression and have enjoyed widespread applications to various pattern
recognition tasks since its introduction two decades ago. The standard SVM fol-
lows the structural risk minimization principle and is formulated as a quadratic
programming (QP) problem subject to inequality constraints. As opposed to
the SVM, the least-squares SVM (LS-SVM) which is an important variant of
the SVM, adopts equality constraints [20]. Gestel et al. gave a Bayesian per-
spective on the formulation of the LS-SVM and also investigated its connection
with Gaussian Process and kernel fisher discriminant analysis [8]. On the other
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