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Abstract

This paper investigates H∞ state estimation problem for a class of semi-Markovian jumping discrete-time neural
networks model with event-triggered scheme and quantization. Firstly, a new event-triggered communication scheme
is introduced to determine whether or not the current sampled sensor data should be broad-casted and transmitted to
the quantizer, which can save the limited communication resource. Secondly, a novel communication framework is
employed by the logarithmic quantizer that quantifies and reduces the data transmission rate in the network, which
apparently improves the communication efficiency of networks. Thirdly, a stabilization criterion is derived based on
the sufficient condition which guarantees a prescribed H∞ performance level in the estimation error system in terms
of the linear matrix inequalities. Finally, numerical simulations are given to illustrate the correctness of the proposed
scheme.
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1. Introduction

Neural networks have been extensively studied in the
past few decades, due to their immense applications in
various science and engineering fields such as signal
processing, pattern recognition, optimization problems,
associative memory, deep learning, robotics and ap-
proximation theory (Cochocki and Unbehauen (1993);
Bishop (1995); Scardapane and Wang (2017); Carpen-
ter (1989); Lai et al. (2016); Schmidhuber (2015); Cao
et al. (2008); Chen and Cao (2016)). Recently, the the-
ory of neural network operators was discussed based on
the method of approximating functions by a neural pro-
cess, that is, approximation by given sigmoidal func-
tions of concern neural networks operators (Costarelli
et al. (2014); Costarelli and Vinti (2016a,b,c, 2017)). It
is worth noticing that these applications heavily depend
upon the dynamical behaviors of such networks such
as stability, instability, chaos and periodic oscillatory
(Arik (2004); Cao and Wang (2004); He et al. (2016);
Liu et al. (2017)). These networks consist of a great
number of interconnected nodes, which exhibits topo-

logical properties. The stability analysis is one of the
prerequisites for many of the engineering problems. So,
the studies on stability analysis have gained significance
in theory and in its application.

Recently, time delays have been profoundly studied
as their presence leads to deteriorated performances in
the dynamical systems. Time delays occur due to the
finite switching speed of amplifiers and the communi-
cation time of neurons when the neurons in the neural
networks are implemented in large-scale electronic cir-
cuits. The previous literature has witnessed a great num-
ber of research on various time-delays like the constant
delays or the time-varying delays (Cao et al. (2016)),
mixed time delays (Liu et al. (2014)), distributed delays
(Wei et al. (2014)). As one of the problems of the sen-
sor networks is its estimation, state estimation problems
have been discussed in both continuous-time (Zhang
and Yu (2012)) and discrete-time neural networks (Mou
et al. (2008)). It is always assumed that time-delays are
identical in the transmission of the neurons from one to
other but they are different as the distance from one to
another neuron is different. The existence of such de-
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