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ABSTRACT

Humans have no problem segmenting different motion stimuli despite the ambiguity of local motion
signals. Adaptive surround modulation, i.e., the apparent switching between integrative and antagonistic
modes, is assumed to play a crucial role in this process. However, so far motion processing models
based on local integration have not been able to provide a unifying explanation for this phenomenon.
This motivated us to investigate the problem of local stimulus disambiguation in an alternative
and fundamentally distinct motion-processing model which uses global motion filters for velocity
computation. Local information is reconstructed at the end of the processing stream through the
constructive interference of global signals, i.e., inverse transformations. We show that in this model
local stimulus disambiguation can be achieved by means of a novel filter embedded in this architecture.
This gives rise to both integrative and antagonistic effects which are in agreement with those observed
in psychophysical experiments with humans, providing a functional explanation for effects of motion

Constructive interference repulsion.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The classical receptive field (CRF) represents one of the most
important concepts in neuroscience and has received large support
since the work of Hubel and Wiesel (1968), who studied the
response properties of neurons in the striate cortex of monkey to
visual stimuli. The CRF has been defined as the region of the visual
space within which a stimulus evokes neuronal activity. Neurons
in the primary visual cortex and area MT, which are considered to
belong to the main motion processing pathway in most mammals,
have been shown to have localized CRFs, and based on these
findings, it was assumed that neural integration in the CRF is rather
local than global, e.g. Livingstone and Hubel (1987).

However, the study of waves tells us that local information
can also be represented in a distributed fashion by global sig-
nals. Fourier transformations use this principle to change from a
space-time representation of the world to the frequency space, and
vice versa. Without doubt, the principle of constructive interfer-
ence' provides an equally plausible computational explanation for
locality.

* Corresponding author. Tel.: +34 934015786.
E-mail addresses: bdellen@iri.upc.edu (B. Dellen), torras@iri.upc.edu (C. Torras).
1 The principle of superposition of waves states that when two or more waves are
incident on the same point, the total amplitude at that point is equal to the sum the
amplitudes of the individual waves. Constructive interference occurs when a crest
of awave meets a crest of another wave. Constructive interference is achieved in this
work through inverse transformations, and both terms can be used synonymously
here.
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While both mechanisms can be used to predict local responses,
using either one or the other necessarily results in two distinct,
basic processing schemes, which are sketched in Fig. 1(A)-(B). The
two approaches incorporate global information differently. Hence,
the study of locally ambiguous stimuli might shed some light on
the important question of which processing architecture has been
realized in the human visual system.

When characterizing the integrations used in classical models,
the term local is used in the sense of nearby, meaning that integra-
tion is performed for nearby signals only, i.e., within a small area of
the visual space. However, the term local is also used to describe a
specific location in space. The superposition of global signals leads
to the reconstruction of local image properties, despite the global
nature of the preceding computations.

The aperture problem exemplifies how local integration limits
the correct determination of stimulus velocity: when a moving line
is seen through a small window such that the end points of the line
are not visible, the motion of the line is ambiguous, because the
observed temporal change in the window could have been caused
by many different motions. Classical models attempt to disam-
biguate the stimulus using results obtained at neighboring loca-
tions (Fukushima, 1980; Huang, Jiao, & Jia, 2008), assuming some
locality-preserving interaction between local signals (see Fig. 1(A)).
However, in the case of multi-object stimuli, this strategy contains
the risk that signals belonging to different entities are falsely com-
bined, leading to a paradox: before having disambiguated the stim-
uli, we cannot know which local signals we can combine, and vice
versa. This might explain why classical approaches so far have not
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been able to predict human perceptual responses to the stimuli
shown in Fig. 4(A) on the basis of a single mechanism (Amano, Ed-
wards, Badcock, & Nishida, 2009; Huang, Albright, & Stoner, 2008).

In this work, the problem of stimulus disambiguation is
investigated in the context of a framework based on constructive
interference of global Fourier components, and a genuine solution
to the problem is developed, made possible by a novel filter
implemented in this architecture.

The paper is structured as follows. In Section 2, the underlying
processing architecture based on constructive interference is in-
troduced. Then, the results are presented, starting with a problem
statement (Section 3), illustrating the problem of stimulus ambigu-
ity using a typical example, and a solution is proposed (Section 4).
Simulation results showing predictions of perceptual responses,
including the motion-repulsion illusion are presented in Section 5.
Finally, the results are discussed with respect to classical motion
processing models (Adelson & Bergen, 1985; Fukushima, 1980;
Huang, Jiao et al., 2008) based on local integration in Section 6.

2. Methods I: mathematical model

We build upon a recent method and represent the visual
stimulus through global Fourier components (Dellen & Wargbtter,
2011). This algorithm follows a processing structure based on
the principle of constructive interference (see Fig. 1(B)) and thus
provides an adequate ground for this case study.

Let I(x,y,t) be a visual stimulus, where x and y define the
spatial positions and t is the time. The spatial Fourier transform
of I(x, y, t) is then represented by

+00
Fk, t) = // exp(ikx)I (X, t)dx/, (1)

where k = (k, ky) is the spatial frequency vector,andx’ = (x', ).
Accordingly, the spatio-temporal Fourier transform is defined as

+o0
F(k, w) = / F(k, t') exp(iwt')dt’, (2)
—0Q0
where w is a temporal frequency.
To compute image motion, we can filter the Fourier components
temporally with

bk, w, vy, t) = a(k, w, v,) exp(iot), (3)

where

kv,)?/([k|*a?)]. (4)

Here, v, = (v, cos @, v, sin ®) is the preferred (or search) velocity
(Dellen & Worgotter, 2011), defined through a preferred motion
direction ® and a preferred speed v,. The parameter o determines
how strongly the motion-constraint equation is enforced. We use
o = 0.2 pixels/frame. With a larger o, a wider range of values is
sampled.

Applying the inverse Fourier transform to the filtered Fourier
space allows us to return in real space and reconstruct those parts
of the image that move with a velocity v,, yielding a local response

+oo
nx,t v, @) = //// abk, o, vy, t —t)
—00

x F(k, t")dkdwdt’' (5)
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Fig.1. (A)Classical models assume a processing architecture using local integration
inside small patches of the stimulus I(x, t) to compute local stimulus properties.
The resulting signals s;(x, t) depend thus on the location of the respective patch
and encode relevant local stimulus features, as for example motion. Global
information is incorporated by enabling a locality-preserving interaction between
local signals. The final responses s} (x, t) then map the input space in a trivial way.
(B) The principle of constructive interference defines an alternative computational
strategy. Global integrations generate structured, temporal signals s;(t), which,
taken individually, do not provide information about location. When superimposing
the signals in an appropriate manner, spatial information can be reconstructed fully.
Specific stimulus features can be extracted through temporal filtering of the global
signals before reconstruction.

with the inverse transformation factors « = exp(—ikx) and
B = exp(—iwt). Using the velocity filter, a global response can
be defined in an analog manner as

+00
re(vp, @) = // la(k, , v,)F (K, w)|dkdo. (7)
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