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Abstract

Solving the stochastic linear quadratic (SLQ)%ptimal control problem generally
needs full information about system dynamics. “In this paper, a Q-learning iter-
ation algorithm is adopted to solve the control*problem for model-free discrete-
time systems. Firstly, the condition of the well-posedness for the SLQ problem is
given. In order to solve the SLQ problem; the stochastic problem is transformed
into the deterministic one. Secondly, in the iteration process of Q-learning al-
gorithm, the H matrix sequence,and control gain matrix sequence are obtained
without the knowledge of system parameters, and the convergence proof of two
sequences is also given. Lastly,two simulation examples are supplied to explain
the effectiveness of the Q-learning algorithm.
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1. Introduction

Thestochastic optimization problem has been a research focus in modern con-
trol field, which has attracted extensive attention [1-6]. It is well known that
the feasibility of the stochastic linear quadratic (SLQ) optimal control problem is
equivalent to the solvability of the stochastic algebra equation (SAE) [7-9]. Due

*This work was supported by the National Natural Science Foundation of China (61433004)
and the National Natural Science Foundation of China (61703289)

Preprint submitted to Elsevier June 5, 2018



Download English Version:

https://daneshyari.com/en/article/6863525

Download Persian Version:

https://daneshyari.com/article/6863525

Daneshyari.com


https://daneshyari.com/en/article/6863525
https://daneshyari.com/article/6863525
https://daneshyari.com

