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a b s t r a c t 

Motivated by the fact that kernel trick can capture the nonlinear similarity of features, which may help 

improve the separability and enlarge the margin between nearby data points, we present an effective 

kernel dictionary learning approach, namely Euler Label Consistent K-SVD (ELC-KSVD), for sparse coding 

and image recognition. ELC-KSVD first maps the images into the complex space by Euler representation, 

which has a negligible effect for outliers and illumination, and then learns a discriminative dictionary in 

Euler space. Different from the most existing kernel dictionary learning approaches, which maps data into 

a hidden high-dimensional space, Euler representation not only is explicit but also does not increase the 

dimensionality of image space in our ELC-KSVD. This makes ELC-KSVD algorithm efficient and easy to be 

realized in real applications. Furthermore, an iterative method is provided to solve ELC-KSVD. This itera- 

tion algorithm is fast and has good convergence. Extensive experimental results illustrate that ELC-KSVD 

outperforms some representative methods and achieves impressive performance for image classification 

and action recognition. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Sparse coding has been successfully applied to solve many 

problems in image processing, pattern recognition and computer 

vision, including image classification [1–4] , image restoration [5–8] 

and image denoising [9–12] . Sparse coding reconstructs an in- 

put signal by a linear combination of a few atoms from an over- 

complete dictionary. The most representative sparse representation 

classification (SRC) method uses training samples as a dictionary, 

called the dictionary, and obtains coefficients by solving a least 

squares problem (squared Euclidean distance) with L 0 -norm or L 1 - 

norm regularizer on the coefficients [13] . An obtained sparse rep- 

resentation is a real valued vector that has a few non-zero coef- 

ficients with respect to this dictionary. Unlike traditional methods 

such as Eigenface [14] and Fisherface [15] , SRC does not need a 

feature extraction stage, and has achieved impressive performances 

on face recognition and image denoising. 

In real applications, it is time-consuming to solve sparse code 

when the size of training samples is very large. Moreover, train- 

ing samples usually do not contain enough discriminant informa- 

tion, thus, the performance of SRC is not good enough. To han- 
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dle this problem, methods for learning a small-sized dictionary for 

sparse-coding from the training samples have been developed. For 

example, Aharon et al. [16] proposed a method named K-SVD to 

efficiently learn an over-complete dictionary from a set of train- 

ing signals. This algorithm has been shown to work well in image 

denoising and compression. However, K-SVD only focuses on the 

representational power of the dictionary and ignores the label in- 

formation. Thus, it cannot well encode discriminative information. 

To solve this problem, supervised dictionary learning methods are 

proposed. For example, Pham and Venkatesh [17] proposed a joint 

representation and classification framework and reported compet- 

itive results learning a single dictionary for all classes. Zhang and 

Li [18] extended this approach and proposed. Discriminative K-SVD 

(D-KSVD) algorithm, which aimed to learn a single dictionary with 

formulating a linear classifier as a joint optimization problem. Fur- 

thermore, Jiang et al. [19] proposed Label Consistent K-SVD (LC- 

K SVD). LC-K SVD added a label consistence term in the objective 

function of D-KSVD to encourage the signals from the same class 

to have similar sparse codes and those from different classes to 

have dissimilar sparse codes, thus the discrimination power of the 

dictionary is effectively improved. 

The aforementioned dictionary learning algorithms consider a 

linear sparse model, which cannot effectively characterize the non- 

linear properties embedded in images such as face images. To well 

exploit nonlinear features, which are important for classification, 
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and improve the performance of SRC, kernel sparse representa- 

tion has become an active topic in image recognition and ma- 

chine learning [20–25] . For example, Van et al. [23] proposed the 

kernel KSVD for sparse and redundant signal representations in 

high dimensional feature space using the kernel method. Zhang 

et al. [20] proposed the kernel based sparse classification. In [26] , 

a sparse coding method was proposed by embedding Riemannian 

manifolds into reproducing kernel Hilbert spaces in the criterion 

function. Liu et al. [27] proposed Euler SRC which maps the images 

into a Euler space by explicit Euler representation and does not in- 

crease the dimensionality of image space. Although motivations of 

these methods are different, both of them need to map each im- 

age into a high-dimensional hidden space by kernel function. This 

makes the computational complexity significantly improved. 

Motivated by the fact that kernel trick can capture the non- 

linear similarity of features, we propose a novel kernel dictionary 

learning approach, Euler Label Consistent K-SVD (ELC-KSVD), for 

image classification. ELC-KSVD first maps each data such as im- 

age into a complex space by Euler transformation and then per- 

forms LC-KSVD in Euler space. Euler representation not only re- 

veals nonlinear patterns embedded in data but also has a negli- 

gible effect for outliers and illumination. To solve ELC-KSVD, we 

present an effective algorithm to solve sparse code with complex 

valued coefficients and use classical KSVD to update dictionary. 

Extensive experiments illustrate that the proposed method is su- 

perior to some presentative dictionary learning methods and has 

good convergence. Our contributions are summarized as follows. 

We use Euler transform to map each image into an explicit 

space that has the same dimensionality as the original image 

space, while most existing kernel dictionary learning methods map 

image into hidden and high-dimensional space. Thus, our method 

is simple and can be easily realized in real applications. Moreover, 

Euler transform not only well captures nonlinear features from 

data but also has negligible effect for outliers and illumination. 

This helps enlarge the separability of data having different labels. 

Finally, we propose an efficient algorithm to solve SRC with com- 

plex valued vectors. 

2. Related works 

2.1. Dictionary learning for reconstruction 

Given an input sample matrix Y = [ y 1 , . . . , y n ] ∈ R 

m ×n , learning 

a reconstructive dictionary for sparse representation of Y can be 

accomplished by solving the following problem: 

< D , X > = arg min 

D , X 

‖ 

Y − DX ‖ 

2 
F 

s.t. ‖ 

x i ‖ 0 < T 0 (i = 1 , . . . , n ) (1) 

where T 0 is the sparsity constraint, making sure each signal has 

fewer than T 0 items in its decomposition. D = [ d 1 , . . . , d K ] ∈ R 

m ×K 

( K > m ) is the learned dictionary, and X = [ x 1 , . . . , x n ] ∈ R 

K×n is 

the sparse codes of training sample matrix Y . The K-SVD algo- 

rithm [16] is an iterative method to minimize the energy in (1) . It 

has a wide range of applications in image compression and restora- 

tion. 

Given D , sparse coding computes the sparse representation x i 
of y i by the following objective function. 

x i = argmin 

x i 

‖ 

y i − D x i ‖ 

2 
2 s.t. ‖ 

x i ‖ 0 ≤ T 0 (2) 

Eq. (2) can be solved by the orthogonal matching pursuit algorithm 

(OMP) [28] . 

To efficient solve the model (1) , an alternative formulation for 

(1) is to replace L 0 -norm regularization with L 1 -norm regulariza- 

tion to enforce sparsity, i.e., we solve sparse code by the model 

(3) in real applications. 

< D , X > = arg min 

D , X 

‖ 

Y − DX ‖ 

2 
F + γ ‖ 

X ‖ 1 (3) 

where γ is a parameter to balance the reconstruction error and 

sparsity. 

Similarly, given D , the sparse representation x i of an input sig- 

nal y i can be solved by 

x i = arg min 

x i 

1 

2 

‖ 

y i − D x i ‖ 

2 
2 + γ ‖ 

x i ‖ 1 (4) 

Eq. (4) can be solved by some efficient L 1 -norm optimization ap- 

proaches, such as [29] . 

2.2. Dictionary learning for classification 

Given label matrix H = [ h 1 , . . . , h n ] ∈ R 

c×n , where c denotes the 

number of classes. Each column h i of the label matrix H encodes 

the class label of i th sample using the position of the non-zero 

value. For example, if the training sample y i belongs to the sec- 

ond class, then we have h i = [ 0 , 1 , 0 , . . . , 0 ] 
T . We hope to use the 

given label matrix H , to learn a linear classifier W ∈ R 

c × K taking in 

a sample’s sparse representation x i , and returning the most prob- 

able class this sample belongs to. Zhang and Li [18] incorporated 

the classification error term into the dictionary learning formula- 

tion in (1) and proposed the discriminative K-SVD (D-KSVD). The 

objective function of D-KSVD is defined as follows. 

< D , W , X > = arg min 

D , W , X 

‖ 

Y − DX ‖ 

2 
F + α‖ 

H − WX ‖ 

2 
F 

s.t. ‖ 

x i ‖ 0 < T 0 (i = 1 , . . . , n ) (5) 

where α ( α > 0) is a regularization parameter balancing the contri- 

bution of the classification error to the overall objective. 

2.3. Label consistent K-SVD (LC-KSVD) 

In order to encourage the similarity among sparse represen- 

tations of signals belonging to the same class in D-KSVD, Jiang 

et al. [19] proposed label consistent K-SVD (LC-KSVD), which in- 

corporated a discriminative sparse-code error term in (5) . The ob- 

jective function of LC-KSVD is defined as follows. 

< D , W , A , X > = arg min 

D , W , A , X 

( ‖ 

Y − DX ‖ 

2 
F 

+ α‖ 

H − WX ‖ 

2 
F + β‖ 

Q − AX ‖ 

2 
F ) 

s.t. ‖ 

x i ‖ 0 < T 0 (i = 1 , . . . , n ) (6) 

where A ∈ R 

K × K is a linear transformation and Q ∈ R 

K × n is the dis- 

criminative sparse codes matrix promoting label consistency. α and 

β are two regularization parameters balancing the discriminative 

sparse code errors and the classification contribution to the overall 

objective, respectively. 

It is worthwhile to note that all of these three dictionary learn- 

ing methods (K-SVD, D-K SVD and LC-K SVD) employ squared F - 

norm as the distance metric in the image space. However, the vari- 

ations between images, which have the same class label under dif- 

ferent illumination and time, is larger than the change of the image 

identity under the squared F -norm distance metric. Thus, this af- 

fects the robustness and reduces the flexibility of dictionary learn- 

ing. Moreover, these methods do not well reveal nonlinear features 

embedded in images, while kernel trick can capture the nonlinear 

features of images, which encode more discriminative information 

[23,24] . 
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