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Abstract

Recently, due to their ability to deal with sequences of different lengths, neural

networks have achieved a great success on sentiment classification. It is widely

used on sentiment classification. Especially long short-term memory networks.

However, one of the remaining challenges is to model long texts to exploit the

semantic relations between sentences in document-level sentiment classification.

Existing Neural network models are not powerful enough to capture enough

sentiment messages from relatively long time-steps. To address this problem,

we propose a new neural network model(SR-LSTM) with two hidden layers. The

first layer learns sentence vectors to represent semantics of sentences with long

short term memory network, and in the second layer, the relations of sentences

are encoded in document representation. Further, we also propose an approach

to improve it which first clean datasets and remove sentences with less emotional

polarity in datasets to have a better input for our model. The proposed models

outperform the state-of-the-art models on three publicly available document-

level review datasets.
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