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a b s t r a c t 

Semantic segmentation, also called scene labeling, refers to the process of assigning a semantic label 

(e.g. car, people, and road) to each pixel of an image. It is an essential data processing step for robots 

and other unmanned systems to understand the surrounding scene. Despite decades of effort s, semantic 

segmentation is still a very challenging task due to large variations in natural scenes. In this paper, we 

provide a systematic review of recent advances in this field. In particular, three categories of methods are 

reviewed and compared, including those based on hand-engineered features, learned features and weakly 

supervised learning. In addition, we describe a number of popular datasets aiming for facilitating the 

development of new segmentation algorithms. In order to demonstrate the advantages and disadvantages 

of different semantic segmentation models, we conduct a series of comparisons between them. Deep 

discussions about the comparisons are also provided. Finally, this review is concluded by discussing future 

directions and challenges in this important field of research. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

With the ever-increasing range of intelligent applications (e.g. 

mobile robots), there is an urgent need for accurate scene under- 

standing. As an essential step towards this goal, semantic segmen- 

tation thus has received significant attention in recent years. It 

refers to a process of assigning a semantic label (e.g. car, people) 

to each pixel of an image. One main challenge of this task is that 

there are a large amount of classes in natural scenes and some of 

them show high degree of similarity in visual appearance. 

The emergence of terminology “semantic segmentation” can be 

dated back to 1970s [1] . At that time, this terminology was equiv- 

alent to image segmentation but emphasized that the segmented 

regions must be “semantically meaningful”. In 1990s, “object seg- 

mentation and recognition” [2] further distinguished semantic ob- 

jects of all classes from background and can be viewed as a two- 

class image segmentation problem. As the complete partition of 

foreground objects from the background is very challenging, a re- 
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laxed two-class image segmentation problem: the sliding window 

object detection [3] , was proposed to partition objects with bound- 

ing boxes. It is useful to find where the objects in the scenes with 

excellent two-class image segmentation algorithms such as con- 

strained parametric min-cuts(CPMC) [4] . However, two-class image 

segmentation cannot tell what these objects segmented are. As a 

result, the generic sense of object recognition(or detection) was 

gradually extended to multi-class image labeling [5] , i.e., seman- 

tic segmentation in present sense, to tell both where and what the 

objects in the scene. 

In order to achieve high-quality semantic segmentation, there 

are two commonly concerned questions: how to design efficient 

feature representations to differentiate objects of various classes, 

and how to exploit contextual information to ensure the consis- 

tency between the labels of pixels. For the first question, most 

early methods [6–8] benefit from using the hand-engineered fea- 

tures, such as Scale Invariant Feature Transform (SIFT) [9] and His- 

tograms of Oriented Gradient(HOG) [10] . With the development 

of deep learning [11,12] , the using of learned features in com- 

puter vision tasks, such as image classification [13,14] , has achieved 

great success in past few years. As a result, the semantic segmen- 

tation community recently paid lots of attention to the learned 

features [15–26] , which are usually refer to Convolutional Neural 
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Fig. 1. Classification of existing semantic segmentation methods. According to the current research focus, existing methods can be roughly divided into three main categories. 

Each of them can be further classified into several sub-categories based on some key characteristics. Here we only provide a very simple description for the name of each 

sub-category. We refer readers to the corresponding section for more details. The image and its truth are taken from Stanford Background Dataset [32] . 

Networks(CNN or ConvNets) [27] . For the second issue, the most 

common strategy, no matter the feature used, is to use contex- 

tual models such as Markov Random Field(MRF) [28] and Con- 

ditional Random Field(CRF) [6,8,15,16,20,29–34] . These graphical 

models make it very easy to leverage a variety of relationships 

between classes via setting links between adjacent pixels. More 

recently, the use of Recurrent Neural Networks(RNN) [35,36] are 

more commonly seen in retrieving contextual information. Under 

the weakly supervised framework [28,37–41] , another challenging 

issue is how to learn class models from weakly annotated images, 

whose labels are provided at image-level rather than pixel-level. To 

address this challenge, many methods resort to multiple instance 

learning(MIL) techniques [42] . 

Although there are many strategies available for addressing the 

problems mentioned above, these strategies are not yet mature. For 

example, there are still no universally accepted hand-engineered 

features while research on learned features has become a focus 

again only in recent few years. The inference of MRF or CRF is a 

very challenging issue in itself and often resort to approximation 

algorithms. Thus, new and creative semantic segmentation meth- 

ods are being developed and reported continuously. 

The main motivation of this paper is to provide a comprehen- 

sive survey of semantic segmentation methods, focus on analyzing 

the commonly concerned problems as well as the corresponding 

strategies adopted. Semantic segmentation is now a vast field and 

is closely related to other computer vision tasks. This review can- 

not fully cover the entire field. Since excellent reviews on research 

achievements on traditional image segmentation, object segmenta- 

tion and object detection already exist [43,44] , we will not cover 

these subjects. We will instead focuses on generic semantic seg- 

mentation, i.e., multi-class segmentation. Based on the observation 

that most works published after 2012 are CNN based, we will di- 

vide existing semantic segmentation methods into those based on 

hand-engineered features and learned features (see Fig. 1 ). We will 

discuss weakly supervised methods separately because this chal- 

lenging line of methods is being investigated actively. It should 

be emphasized that there are no clear boundaries between these 

three categories. For each category, we further divide it into several 

sub-categories and then analyze their motivations and principles. 

The rest of this paper is organized as follows. Before introduc- 

ing recent progresses on semantic segmentation, preliminaries of 

commonly used theories are given in the next section. Methods 

using hand-engineered features and learned features are system- 

atically reviewed in Sections 3 and 4 , respectively. The efforts de- 

voted to weakly supervised semantic segmentation are described 

in Section 5 . In Section 6 , we describe several popular datasets for 

semantic segmentation tasks. Section 7 compares some represen- 

tative methods using several common evaluation criteria. Finally, 

we conclude the paper in Section 8 with our views on future per- 

spectives. Note that semantic segmentation also called as scene la- 

beling in literature, we will not differentiate between them in the 

rest of this paper. 

2. Preliminaries 

We start by describing the commonly used theories and tech- 

nologies in the semantic segmentation community, including su- 

perpixels and contextual models. 

2.1. Superpixels 

As argued by Ren and Malik [45] , the superpixel that consists 

of a set of similar and connected pixels is more appropriate for 

representing entities compared to the pixel. The benefits of using 

superpixel can be summarized into two aspects. First, the compu- 

tational complexity is greatly reduced by treating a set of pixels 

as a single pixel, i.e., the superpixel. Second, a region is able to 
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