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a b s t r a c t 

Feature extraction and similarity measurement are two key steps in image retrieval. AlexNet is a classi- 

cal deep convolutional neural network for image classification, but using it directly for large scale image 

retrieval is not efficient. To address this issue, we propose a novel framework to improve its ability for 

feature extraction and its efficiency for similarity measurement. The proposal optimizes AlexNet in three 

aspects: pooling layer, fully connected layer and hidden layer. In particular, average pooling is replaced 

by max-ave pooling for better local feature extraction; the non-linear activation function Maxout is used 

in fully connected layers for better global information extraction and hidden layer is added for mapping 

high-dimensional feature into binary codes. The proposed framework outperforms state-of-the-art meth- 

ods on public databases for image retrieval, including large scale database. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Large scale multimedia information processing has attracted 

great attentions in recent years due to the rapid growth of data, 

such as images and videos. Among them, content-based image re- 

trieval (CBIR) is one of important problem for many applications, 

such as medical image analysis, video surveillance, remote sens- 

ing and so on [1,2] . CBIR aims to retrieve the images that have 

the most relevant visual contents from large databases. To achieve 

the ‘content-based’, the analysis of the image contents is essential. 

Thus feature representation and similarity measurement are cru- 

cial fundamentals in CBIR. There is a famous challenging problem 

named ‘semantic gap’ in CBIR [3] . The reason of this gap is the 

different manners of seeing image between human and computer. 

Human is accustomed to use high-level concepts to describe the 

visual contents and to measure the similarity. Different from hu- 

man, computers extract low-level features from image pixels. As 

there are no direct links between the high-level concepts and the 

low-level features, the ‘semantic gap’ exists. To reduce the seman- 

tic gap mentioned above, many researches have been conducted. 

Most of the approaches use different hand-craft features to rep- 

resent the visual contents for images and try to seek appropriate 

similarity measurement to make the similarity of low-level fea- 

tures to be more close to the similarity of the high-level concepts 

[4–6] . Some comprehensive surveys could be found in [7–9] . 
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Artificial intelligence (AI), especially the machine learning tech- 

nology, has attracted great attentions in the past few years [10–

12] . The objective of AI is to allow computers to simulate the 

human intelligence and to handle the tasks in the real world. It 

is similar in essence with reducing semantic gaps in CBIR. There 

are some effort s trying to reduce the semantic gap with machine 

learning technologies. Especially, deep learning has achieved great 

progresses in recent years [13] , such as deep neural network [14] , 

deep Boltzmann machine [15] , deep brief network [16] and so on. 

Among them, deep convolutional neural network (DCNN) has al- 

ready got many significant achievements in computer vision, such 

as image classification [17] , image segmentation [18] and object 

recognition [19] . 

Using deep learning technology to reduce the semantic gap in 

CBIR started from last few years [20–23] . In this paper, we make 

effort s to design a novel DCNN framework for semantic image re- 

trieval in large scale database. The proposed framework optimizes 

the internal structure of the classical deep convolutional network 

AlexNet. It improves the feature representation ability of the net- 

work. Extensive experiments have been done in four representative 

databases and the results showed that the proposal outperformed 

the AlexNet and other state-of-the-art methods. It contains three 

main contributions: 

1) Max-ave pooling for better local feature extraction and repre- 

sentation; 

2) Non-linear activation Maxout for global information extraction 

and representation; 
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3) Hidden layer for mapping high-dimensional feature vectors into 

binary codes. 

The reminder of this paper is organized as follows: related 

works are briefly reviewed in Section 2 , the proposal is detailed 

in Section 3 , followed by the experiments in Section 4 . Finally, the 

conclusion is given in Section 5 . 

2. Related works 

The contributions of deep learning technology to solve the se- 

mantic image retrieval problems could be divided into two cate- 

gories: using them in the phase of feature extraction and repre- 

sentation and in the phase of similarity measurement. 

Using DCNN to extract image features has been proven that 

it could get better semantic information than hand-craft features. 

The basic idea is that images are input directly into the DCNN. Fea- 

tures generated by the convolutional layers and pooling layers are 

used as low-level features and the features extracted from fully- 

connected layers contained rich semantic information [24] . These 

features could be used directly in image retrieval [20] . Cosine dis- 

tance or Euclidean distance could be used to measure the simi- 

larity to complete the image retrieval [25] . Meanwhile, using the 

compact global descriptors learned from the image classification 

[26] or using the aggregating local descriptors [27] as the feature 

representation show better performance in image retrieval. Addi- 

tionally, learning the structure information and color information 

from the DCNN model pre-trained on ImageNet for retrieval im- 

ages is proposed [28] . However, the aforementioned methods need 

large scale training data with labels. The training time will increase 

along with the deeper of the network. To solve this problem, an 

unsupervised way for feature extraction on DCNN is proposed [29] . 

In the aspect of similarity measurement, the core idea is to 

learn a suitable distance metric that could make the distance of 

similar images to be minimum and the distance of dissimilar- 

ity image to be maximum. For example, Wu et al. [30] proposed 

an online multimodal deep similarity learning framework to learn 

both the optimal metrics and the optimal combination of multi- 

ple modalities. While Yan et al. [31] , Norouzi et al. [32] , and Lu 

et al. [33] used the DCNN to learn hashing functions to measure 

the similarity. The common idea of these proposals is to learn the 

hashing functions for mapping the high-dimensional feature vec- 

tors into binary codes. Hamming distance is then used to measure 

the similarity. 

This paper aims to extract the feature efficiently to meet the 

real-time requirement of CBIR. Furthermore, it also maps the high- 

dimensional feature vectors to low-dimensional hash codes by in- 

troducing hidden layer in the DCNN to improve the time efficiency 

of similarity measurement. 

3. Optimization of AlexNet for image retrieval 

3.1. Baseline 

The proposed method in this paper is based on AlexNet [34] , 

which is a classical deep convolution neural network. AlexNet con- 

sists of five convolution layers, three pooling layers and three fully 

connected layers. The convolution layers and the pooling layers are 

used to extract image features. The fully connected layers follow 

the convolution layers and the pooling layers, which map two- 

dimensional feature vectors into one-dimensional feature vectors. 

Although the semantic gap could be reduced by adding the depth 

of the network [35] , it also increases the computation time at 

the same time. We aim at reducing the semantic gap by apply- 

ing some optimizations on the architectures of AlexNet for accu- 

rate and compact image representation. 

3.2. Overview of the proposal 

The proposed framework based on AlexNet is shown in Fig. 1 . 

AlexNet is optimized in convolutional layers and fully connected 

layers to get more specific middle-level feature descriptors. (1) The 

max-ave pooling strategy is adopted in pooling layers for local 

feature representation. (2) Maxout activation is used in fully con- 

nected layers to fit global feature. (3) A hidden layer is added in 

fully connected layer to convert the global feature vectors into bi- 

nary codes. The binary codes of the query images and that of the 

database images are measured by Hamming distance. Top K images 

are ranked by Hamming distance as the retrieval results. We name 

this framework as Optimized AlexNet for Image Retrieval (OANIR). 

3.3. Feature extraction and representation 

In semantic image retrieval, finding good feature extraction and 

representation is a critical step. Although the classical AlexNet 

has good performance on feature extraction, it still fails in some 

challenging tasks with the limitation of network depth. In the 

OANIR network, some optimizations are made without increasing 

the depth of the network. 

3.3.1. Max-Ave pooling for local features 

The key point for pooling is to get core features from joint fea- 

tures while keeping the important features and discarding irrele- 

vant features. Pooling has the advantage for better feature repre- 

sentation. It is a compact representation that is invariant to image 

transformation and robust to noise and clutter. In order to get good 

image features, state-of-the-art deep learning methods always in- 

clude pooling modules, such as max pooling [36] , spatial pyramid 

model [37] and average pooling [38] . 

For the convolved matrix image features with the size of p × k , 

for each p -dimensional feature vector v i , we could define two pool- 

ing types, i.e., max pooling and average pooling as shown in for- 

mulas 1 and 2 

f m 

(v ) = max v i (1) 

f a (v ) = 
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p 
�p 

i =1 
v i (2) 

After convolutional operation, the distribution of the image 

features for each patch can be regarded as exponential distribu- 

tion with mean E(X ) = 1 /λ and variance D (X ) = V ar(x ) = 1 /λ2 . 

The corresponding cumulative distribution function is F (x ;λ) = 

1 − e (−λx ) . The high kurtosis in the given exponential distribution 

could model visual feature response suitably. As when people look 

at a image, their attentions are mostly drawn by its salient region 

that is corresponding to the high kurtosis in data distribution. 

Let P denote cardinality of the pooling. The cumulative distri- 

bution function of max-pooled feature is 

F (P ) = (1 − e (−λx ) ) P (3) 

The means separation is 

μm 
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and the variance is 
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denotes the harmonic series. 

Thus, for all P , 
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