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a b s t r a c t 

The paper discusses the use of randomized neural networks to learn a complete ordering between sam- 

ples of heart-rate variability data by relying solely on partial and subject-dependent information concern- 

ing pairwise relations between samples. We confront two approaches, i.e. Extreme Learning Machines 

and Echo State Networks, assessing the effectiveness in exploiting hand-engineered heart-rate variability 

features versus using raw beat-to-beat sequential data. Additionally, we introduce a weight sharing archi- 

tecture and a preference learning error function whose performance is compared with a standard archi- 

tecture realizing pairwise ranking as a binary-classification task. The models are evaluated on real-world 

data from a mobile application realizing a guided breathing exercise, using a dataset of over 54 K exercis- 

ing sessions. Results show how a randomized neural model processing information in its raw sequential 

form can outperform its vectorial counterpart, increasing accuracy in predicting the correct sample order- 

ing by about 20%. Further, the experiments highlight the importance of using weight sharing architectures 

to learn smooth and generalizable complete orders induced by the preference relation. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Randomization has recently gained attention as a guiding prin- 

ciple in the design of neural models as well as in learning al- 

gorithms, mostly motivated by considerations pertaining excellent 

trade-offs between computational complexity and predictive per- 

formance. Randomiz ation methods, in this respect, are used as an 

approach to network design, where parts of the neural model are 

randomly initialized (often subject to some theory-induced con- 

straint) and left untrained, while the rest of the parameters can 

be conveniently fit by some efficient iterative algorithm or through 

a closed-form solution to the optimization problem. An excellent 

overview of the randomized neural network paradigm is given by 

two recent surveys [1,2] . Other forms of randomization can be 

found in the learning algorithms, for instance under the form of 

random noise injection in the input data or in the model parame- 

ters during training. 

In this paper, we focus on the use of randomization as a net- 

work design method within a real-world application exploiting the 

constrained parameter space and architecture of such models to 
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address a problem characterized by data which is large in sample 

size, very noisy and fast changing. Our application targets learn- 

ing the correlation between Heart Rate Variability (HRV) informa- 

tion and the activity of the Autonomic Nervous System (ANS) [3] . 

HRV can be useful in understanding the psychophysiology of anx- 

iety and emotion, and can thus help us investigate ANS distur- 

bances [4] in humans, such as the effect and correlation between 

HRV changes and particularly psychosocial traits such as rumina- 

tion (repetitive thought) [5] as well as its effect on cardiovascu- 

lar health. However, discerning a direct correlation between HRV 

activity and ANS activation is a difficult problem, given the very 

subjective nature of HRV changes. As a result, typical supervised 

learning approaches fail to capture such a correlation [6] . 

An alternative way to tackle the problem is to address it as a 

preference learning task [6] , where the learning model is provided 

with partial information according to some subjective preferential 

ordering between samples, e.g. the fact that two HRV samples from 

the same subject are taken under different ANS conditions. Such 

partial, pairwise information is then used to build a total order- 

ing of the samples from all subjects according to the unknown 

total ordering function, i.e. the relaxation level. In this work, we 

discuss how the problem of learning preferential rankings can be 

effectively addressed by randomized architectures, by introducing 

a specialized preference learning objective function coupled with 
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a weight sharing architecture. We tackle the problem using two 

different representations for the input information, which require 

randomized neural models with different processing capabilities. 

One representation uses informative hand-engineered HRV fea- 

tures, resulting in data of vectorial form; the second is based on 

raw heart rate data of a sequential nature. 

The literature on randomized neural models dates back to the 

early works on Rosenblatt’s Perceptron [7] , where the synthetic 

retinal units are randomly connected to the associator units in 

a many-to-many fashion. In the early 1990s, different authors 

[8,9] independently proposed feedforward neural networks com- 

prising randomly initialized and untrained connections between 

the input layer and a hidden layer of non-linear neurons, focusing 

on learning only the hidden-to-output synaptic connections. Such 

an approach has been later re-discovered by the Extreme Learn- 

ing Machine (ELM) [10] model which, in the intention of its au- 

thors, is expected to provide a unifying framework for random 

feedforward neural networks (single or multi-layered) as well as 

a proof of their universal approximation capabilities which, in fair- 

ness, builds strongly on well-known results for Radial Basis Func- 

tions networks [11] . ELMs are accompanied by non negligible crit- 

icism of part of the scientific community concerning their actual 

novelty and a certain tendency towards self-reference [12] . With- 

out entering in the quarrel, in the remainder of the paper, we will 

consider ELM as a reference for randomized feed-forward neural 

networks. Nevertheless, an interested reader can find in [2] an in- 

teresting survey of randomized neural networks which presents an 

alternative formulation bypassing references to the ELM conceptu- 

alization. The key point of randomized feed-forward networks is 

that the random, untrained nature of the hidden neurons makes 

training computationally efficient, e.g. when dealing with Big Data 

[13] , as well as fairly easy to implement, while also simplifying 

human intervention concerning network design choices. As such, 

there as been much interest on these models in the recent liter- 

ature, with several extensions of the original model. A thorough 

review of all these models is outside of the scope of this paper, 

but [14] provides an overview of the most recent advancements. 

The idea underlying feedforward randomized networks is tightly 

connected with that of random projections [15] and kernel-based 

methods, as ELM create a high dimensional basis expansion of the 

input through the random hidden layer, followed by a simple (pos- 

sibly linear) adaptive model. In [16] , a solution is proposed that 

further merges the two approaches by defining an efficient kernel 

based on ELM that is then used within a Support Vector Machine 

(SVM). 

The randomized neural models discussed so far are primar- 

ily feedforward, hence they do not have the capability of encod- 

ing the history of the input signal, making them less apt to be 

used with sequential information. The Reservoir Computing (RC) 

[17,18] paradigm is somehow the recurrent equivalent of the ELM 

model, providing a framework for randomized neural networks 

with recurrent connectivity. Similarly to its feedforward coun- 

terpart, the RC approach is founded on a conceptual separation 

between a randomly and sparsely connected layer of (typically) un- 

trained recurrent neurons, i.e. the reservoir, and the output neu- 

rons with trainable connectivity, which perform the predictions. 

Liquid State Machines (LSM) [19] are a popular RC model using 

spiking activation functions for biological plausibility that are char- 

acterized by randomly fixed input and reservoir weights, comple- 

mented by output weights that can be trained by recursive least- 

square optimization. The Echo State Network (ESN) [20] has the 

same partition into random and trainable weights as the LSM, 

but uses sigmoid-like activations in the reservoir and simple lin- 

ear models, trainable by least square minimization, in the out- 

put neurons. ESN models have found wide application in the pro- 

cessing of time-series and sequential data, thanks to a predictive 

performance which often matches (if not outperforms) that of fully 

adaptive neural models, coupled with the advantage of using a 

simple and more efficient training procedure [21] . For these rea- 

sons, they have also found applications in a number of tasks asso- 

ciated with sensor data processing, such as ambient assisted living 

[22,23] . Very recently, randomized neural models have also found 

application in Deep Learning architectures, including deep random 

projection models for image classification [24] and hierarchical ex- 

tensions of the ESN with multiple reservoir layers [25] . 

For the remainder of this paper, we will focus on the ELM and 

ESN models, respectively for vectorial and sequential HRV data, as- 

sessing them in the context of learning preferential rankings from 

only pairwise comparison information and evaluating the effect of 

weight sharing architectures on the quality of the reconstructed 

ranking. Both models have been chosen for their adequacy for 

the task as well as for their popularity within the community. 

Recent work has proposed either hybrids of the two approaches 

[26] or a unifying framework capable of representing both mod- 

els throughout a non-linear time-delayed neuron formulation [27] . 

Our experimental assessment exploits heart-rate samples acquired 

by Biobeats’ 1 app Hear and Now. 2 The app offers diaphragmatic 

breathing coaching to its users, guiding them through the same 

breathing technique described in [28] . In doing so, it captures 40 s 

of heart-rate information before and after each exercise by imple- 

menting a simple form of photoplethysmography using the smart- 

phone camera, and asking the user to keep the index finger over 

the camera during the exercise. 

Part of this work has already appeared in a conference pa- 

per in [29] . Here we consistently extend such work with a com- 

pletely renewed experimental assessment comprising three-times 

the amount of data in the original paper. More importantly, in this 

work, we also use information in raw sequential form, introducing 

what we believe to be the first ESN approach to preference learn- 

ing (in [29] , instead, we have only considered ELM models applied 

to HRV vectors). The source code of both ELM and ESN models for 

all the preference learning architectures discussed in the paper is 

freely available on an open repository. 3 

2. Randomized neural networks for preference learning 

2.1. Randomized neural networks for vectorial and sequential data 

Before delving into the specifics of the preference learning task, 

we provide a brief overview of the two randomized neural models 

used to analyse the vectorial and sequential data used in our appli- 

cation scenario. Both models are based on the concept of building 

a high dimensional basis expansion of input information through 

one (or more) hidden layers of randomly initialized and non-plastic 

neurons, followed by an output layer of plastic neurons which are 

adapted to provide predictions in accordance to the task at hand. 

We adopt ELMs [10] as a reference model for processing HRV 

feature vectors. The simplest form of ELM network, depicted in 

Fig. 1 , comprises a hidden layer of sigmoid-like neurons which re- 

ceive the data samples u as input, and which are connected to an 

output layer of linear neurons whose number depends on the task 

at hand. Each output neuron realizes a weighted combination of 

the hidden neuron out puts to compute the network predictions y 

that, in vectorial form, write as 

Y = W out H (1) 

where W out is the N out × N h matrix of linear combination weights 

from the N h hidden neurons to the N out output neurons, while H 

1 http://www.biobeats.com . 
2 https://itunes.apple.com/us/app/hear- and- now/id977650202 . 
3 https://github.com/m- colombo/neurocom- randomized- preference- learning . 
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