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Abstract

Selection of most relevant features from high-dimensional data is difficult es-

pecially in unsupervised learning scenario, this is because there is an absence

of class labels that would guide the search for relevant features. In this work,

we propose a distribution preserving feature selection (DPFS) method for un-

supervised feature selection. Specifically, we select those features such that

the distribution of the data can be preserved. Theoretical analysis show that

our proposed DPFS method share some excellent properties of kernel method.

Moreover, traditional “wrapper” and “filter” feature selection methods often

involve an exhaustive search optimization, feature selection problem is treated

as variable of optimization problem in our proposed method, the optimization

is tractable. Extensive experimental results over various real-life data sets have

demonstrated the effectiveness of the proposed algorithm.
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1. Introduction

many pattern recognition and machine learning applications, high-dimensional

data becomes very common. High dimensionality not only significantly increases
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