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a b s t r a c t 

A small dataset often makes it difficult to build a reliable learning model, and thus some researchers 

have proposed virtual sample generation (VSG) methods to add artificial samples into small datasets to 

extend the data size. However, for some datasets the assumption of the distribution of data in the VSG 

methods may be vague, and when data only has a few attributes, such approaches may not work ef- 

fectively. Other researchers thus proposed attribute extension methods to generate attributes to convert 

data into a higher dimensional space. Unfortunately, the resulting dataset may become a sparse dataset 

with many null or zero values in extended attributes, and then a large quantity of such attributes will 

reduce the representativeness of instances for the learning model. Therefore, based on fuzzy theories, 

this paper proposes a novel sample attribute extending (SEA) method to extend a suitable quantity of 

attributes to improve small dataset learning. In order to verify the validity of the SEA method, using SVR 

and BPNN, this paper adopts two real cases and two public datasets to conduct the learning of the pre- 

dictive model, and uses the paired t -test to statistically examine the significance of improvement. The 

experimental results show that the proposed SEA method can effectively improve the learning accuracy 

of small datasets. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

In the early phases of manufacturing, the sample size used to 

build a learning model is usually small due to today’s shorter lead 

times and cost considerations. As such, the small sample size often 

results in a poor learning model, and may lead managers to make 

suboptimal decisions. 

The reasons for the poor learning ability with a small dataset is 

that the data has a loose structure, with many gaps, and so a lot 

of potentially useful learning information is missing. In order to 

find more hidden information, some scholars have proposed vir- 

tual sample generation (VSG) methods which are data preprocess- 

ing techniques to systematically produce virtual samples to fill in 

the data gaps, as seen in Hung and Chan [1] , Li and Wen [2] , Xu 

et al. [3] , Gao et al. [4] , Tang et al. [5] , Sezer et al. [6] , Berrones et 

al. [7] , and Krawczyk et al. [8] . A key assumption in VSG methods 

is that the data follows a random distribution. The assumed distri- 

bution is then used to evaluate the range of data values in order 

to generate virtual samples within this. For example, Huang and 

Moraga [9] proposed a diffusion-neural-network to generate virtual 

samples, in which a dataset is assumed to follow a fuzzy normal 
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distribution, and then added the virtual samples into the original 

dataset to carry out learning. Li et al. [10] used the mega-trend- 

diffusion (MTD) technique to construct a linear triangular mem- 

bership function (MF) to estimate the data range and generate a 

uniformly distributed set of virtual samples within this. For non- 

linear data, Yang et al. [11] shaped the data into a Gaussian dis- 

tribution and used it to generate normally distributed virtual sam- 

ples. With regard to data that has an abnormal distribution, Li and 

Lin [12] proposed the maximal p-value method to generate abnor- 

mally distributed virtual samples, and the data was assumed to 

follow a Weibull distribution. These studies showed that the VSG 

method can offer significant improvements for small sample learn- 

ing. However, because the data distribution is usually arbitrary, this 

may produce misleading results depending on the actual charac- 

teristics of the real data. Moreover, when the data only has a small 

number of attributes, VSG methods may not be able to effectively 

improve the learning performance. 

In order to overcome this situation, some scholars recommend 

using attribute extension methods to increase the dimensionality 

of the data, and so enhance the learning ability for small datasets. 

For example, Li and Liu [13] proposed the extending attribute in- 

formation (EAI) method to carry out attribute extension according 

to overlapping areas of the MTD function between classes. Unfor- 

tunately, their method constructed a large quantity of attributes, 
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thus making the original dataset fall into a high dimensional 

space, wherein the data may encounter the Hughes phenomenon 

[14] that decreases the resulting learning abilities. Furthermore, 

datasets changed by the EAI method have many zero values and 

also become sparse datasets, meaning that the distance used to 

distinguish the different data points is ineffective and meaningless. 

Ramezani et al. [15] proposed the remove redundancy method to 

change a sparse dataset into a sub-dataset to reduce data dimen- 

sionality. However, with this method there are some key attribute 

values that are removed, and so this approach reduces the learn- 

ing effects for some datasets. In order to keep these values, some 

researchers thus developed methods based on the principle com- 

ponent analysis (PCA), which is a popular technique to transform a 

high dimensional dataset into a low dimensional one without re- 

moving any attribute values, as seen in Fan et al. [16] , Li et al. [17] , 

and Hu et al. [18] . When there is sufficient data, these algorithms 

can obtain great learning performance with regard to both classifi- 

cation and prediction. Unfortunately, for small datasets, the use of 

PCA may encounter the problem of over-fitting. 

As mentioned above, when the number of extended attributes 

in data is large, such high dimensional data may decrease its rep- 

resentativeness, and the data is not able to further improve the 

learning accuracy of models. Although the reduction of data di- 

mensionality can deal with this problem, it may cause the prob- 

lems of over-fitting when it comes to learning with small data. For 

these reasons, this paper proposes a new method to generate in- 

tegrated attributes according to the relationships among attributes 

in data. The method aims to address the issue of predictive learn- 

ing using small data with numerical attributes, with the related 

mathematical formulas only suitable for calculations of numerical 

attributes. 

This paper proposes the sample extending attribute (SEA) 

method to extend a suitable quantity of attributes to improve the 

learning performance of small datasets and prevent the data from 

becoming sparse, in which the extended attributes integrate all the 

membership function values based on the antecedents of fuzzy 

rules. With regard to the overlapping of the membership func- 

tions, we use the fuzzy c-means (FCM) approach to subordinate 

data into clusters, where the clustering method gives different lev- 

els of weights to each data in each cluster. In addition, for the data 

range estimation, a non-parametric method is applied to shape the 

data distribution in each cluster, using the method proposed by Li 

et al. [19] , where the box-and-whisker plots method is applied to 

estimate the corresponding value range of the data to avoid over- 

estimation. Moreover, this paper applies the α-cut technique to in- 

tegrate all the data weights to carry out the data partitioning, and 

the operating principle is that when the data weights are greater 

than the set α values, then this data is classified into the corre- 

sponding data clusters. According to the setting of different α val- 

ues, each cluster’s dataset would have a different distribution den- 

sity (low or high), and then we deploy different clustering condi- 

tions to examine their influence on the learning outcomes using 

small sample sizes. In addition, this paper uses a fuzzy rules oper- 

ator to integrate the MF values, and the resulting values are then 

set as new extended attributes. 

Four datasets are adopted to verify the validity of the pro- 

posed SEA method. This paper then uses paired t -tests to exam- 

ine whether the perfomance of the SEA method has significant 

differences among the RAW (only using original dataset) and EAI 

methods with regard to the root mean square error (RMSE). Sup- 

port vector regression (SVR) and a back propagation neural net- 

work (BPNN) were used to build the predictive learning model. 

The rest of this paper is organized as follows. Section 2 reviews 

the EAI method, MTD technique, and SVR model. Section 3 in- 

troduces the proposed SEA method, including the fuzzy rule an- 

tecedents, attribute extension and data partitioning approaches. 

Fig. 1. The overlapping area in gray with two classes. 

Section 4 introduces two manufacturing cases and two public 

datasets and explains this paper’s experimental procedures and re- 

sults. Section 5 then presents the conclusion of this work. 

2. Related studies 

In most past studies, the number of samples are increased to 

improve learning when there is a small sample size. Therefore, by 

focusing on a small sample size to carry out the attribute exten- 

sion, this section will introduce the EAI method for attribute ex- 

tension and the MTD technique for small data range estimation. 

2.1. The EAI method 

Li and Liu [13] proposed the EAI method to build attributes by 

using the fuzzy-based transformation function and attribute con- 

struction for the lower and higher overlapping areas of MTD func- 

tion, respectively. When the overlapping area of the MTD function 

between classes is smaller (larger), the extended attribute is more 

effective (ineffective) with regard to improving the classification 

accuracies, as seen in Fig. 1 . 

In order to deal with the overlapping areas, and based on the 

MTD function, the data x with k -class is transformed by the fuzzy- 

based transformation function from one dimension to k + 1 di- 

mensions. In addition, the attribute construction uses the following 

non-linear operations, { X i × X j , X i / X j , X j / X i }, for M pair of different 

attributes X i and X j , where the number of extended attributes is 

C M 

2 
+ P M 

2 
, in which C is a combination operation and P is a per- 

mutation operation. After the original data is changed by the EAI 

method, the number of extended attributes will be k + C M 

2 + P M 

2 . 

2.2. The MTD technique 

Li et al. [10] proposed the MTD technique to generate virtual 

samples within an estimated data range to increase the sample 

size. In the MTD method, the estimation of the data range is [ L, 

U ], where L and U are calculated as follows: 

L = 

{ 

u set − Ske w L ×
√ 

−2 × s x 2 

N L 
× ln (ϕ(L )) , N L � = 0 

min 
5 

, N L = 0 

(1) 

U = 

{ 

u set + Ske w U ×
√ 

−2 × s x 2 

N U 
× ln (ϕ(U)) , N U � = 0 

max × 5 , N U = 0 

(2) 

where u set is ( max + min ) / 2 , max and min are the maximum and 

minimum values in a dataset, N L and N U are the number of val- 

ues greater or smaller than u set , s 
2 
x is the sample variance, n is the 

number of samples, and ϕ ( L ) and ϕ ( U ) are an extreme minimum 

value: 10 -20 . For Skew , Li et al. [10] thought that the real data may 

be skewed to the right, skewed to the left or not skewed, and thus 
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