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a b s t r a c t 

Large numbers of data streams are today generated in many fields. A key challenge when learning from 

such streams is the problem of concept drift. Many methods, including many prototype methods, have 

been proposed in recent years to address this problem. This paper presents a refined taxonomy of in- 

stance selection and generation methods for the classification of data streams subject to concept drift. 

The taxonomy allows discrimination among a large number of methods which pre-existing taxonomies 

for offline instance selection methods did not distinguish. This makes possible a valuable new perspec- 

tive on experimental results, and provides a framework for discussion of the concepts behind different 

algorithm-design approaches. We review a selection of modern algorithms for the purpose of illustrating 

the distinctions made by the taxonomy. We present the results of a numerical experiment which exam- 

ined the performance of a number of representative methods on both synthetic and real-world data sets 

with and without concept drift, and discuss the implications for the directions of future research in light 

of the taxonomy. On the basis of the experimental results, we are able to give recommendations for the 

experimental evaluation of algorithms which may be proposed in the future. 

© 2018 Published by Elsevier B.V. 

1. Introduction 

Storing large data sets can be problematic, especially in stream 

learning, where data is continuously arriving. This issue is more 

relevant than ever in an era of “big data”, where important prob- 

lems involve data streams which cannot be stored in full [1,2] . 

Many techniques have been suggested for forming reduced refer- 

ence sets for instance-based classifiers, in particular the nearest- 

neighbour classifier [3,4] . However, as we argued in a previous 

contribution [5] , the taxonomy developed for describing offline al- 

gorithms for data editing is inadequate to describe algorithms for 

streaming data. 

In summary, the offline taxonomy fails because many ap- 

proaches developed for offline editing are inherently unsuitable for 

streaming data. For example, in the offline case, there are meth- 

ods which only add instances to the reference set, never removing 

them; methods which only remove instances from the reference 

set (starting with all the training data), and never re-add them; 

and methods which both add and remove instances as they run. 

These are distinguished taxonomically as “incremental”, “decre- 
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mental”, and “mixed” methods. Clearly, editing methods which can 

only add or only remove examples are unsuitable for dealing with 

unbounded data streams. Only “mixed” methods can be used in 

the streaming case, so the offline taxonomic distinction is useless 

for the streaming case. In the streaming case, all methods now be- 

ing “mixed”, the key taxonomic question of interest is the choice 

of processes by which instances are added to and removed from 

the reference set in response to the stream of arriving data, as it is 

here that the nature of the streaming problem forces a great dif- 

ference in approach from the offline case. 

In addition to the need for editing, a second key issue with 

stream learning is that data streams may typically be “non- 

stationary”, that is, subject to “concept drift”. We also found pre- 

viously [5] that the established taxonomy developed to describe 

algorithms designed to deal with concept drift [6] cannot sensibly 

be used to classify instance-based algorithms. The existing taxon- 

omy in this case used separate concepts of “Data Management”

and “Memory” which could not be applied to lazy learners, for 

which memory simply is data retention. 

This paper expands our previous study [5] on instance selec- 

tion methods for drifting data streams. In addition to augmenting 

and refining the taxonomy of such methods, we carry out a nu- 

merical experiment to compare the performance of some modern 

algorithms, in light of the taxonomy. The present work also gives 
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Fig. 1. Main concept drift types illustrated schematically as if for one-dimensional data. Adapted from Gama et al. [6] . 

greater consideration to prototype generation methods, typified by 

the learning vector quantisation (LVQ) family [7] . 

Note that our study considers the various algorithmic ap- 

proaches for forming a reference set from streaming data, not the 

variety of instance-based classifiers which might use such a refer- 

ence set. We do not compare alternative classifiers: we simply use 

the nearest-neighbour (1NN) classifier. (Differences between clas- 

sification rules may be taxonomically considered as for the offline 

case.) 

The rest of the paper is organised as follows. The formal prob- 

lem of classification of a stream subject to concept drift, and 

related terminology, are introduced in Section 2 . Data-editing 

methods are introduced in Section 3 . Our refined taxonomy of 

instance-based methods for the concept drift problem is presented 

in Section 4 . The algorithms included in the experiment, and some 

other representative algorithms, are discussed in Section 5 . Our ex- 

perimental set-up and results, with discussion, are presented in 

Section 6 . The conclusion Section 7 contains recommendations for 

future experimental practice. 

2. The concept-drift problem 

The streaming version of the classification problem is typically 

posed thus: 

• One data point x ∈ R 

d is received at time t . 

• The class label of the point is not available at time t . The point 

is labelled by the classifier. 

• The true label is then revealed before the next data point is 

classified. 

The model can easily be altered to a batch-input form, in which 

a set of N points X ⊂ R 

d is considered to arrive all at once at time 

t , and all N points must be labelled before the true labels are re- 

vealed and the next input batch arrives. 

“Concept drift” is the generally accepted term for change in the 

probability distributions related to the problem, and the manage- 

ment of this problem is essential in streaming learning [8] . Oc- 

currences of concept drift have been described in terms of the 

behaviour of the stream at the onset of the drift: see Fig. 1 for 

an illustration of this idea. The terminology is taken from Bose 

et al. [9] and Gama et al. [6] . Concept drift may be sudden, or 

the underlying distribution may pass continuously and relatively 

slowly through intermediate states (“incremental drift”). The orig- 

inal concept may then be gone forever, or it may recur, briefly (in 

“gradual drift”), or indefinitely, in which case it is called a true 

“recurring concept”. In general, it is to be expected that some al- 

gorithms deal better than others with certain forms of drift. For 

example, algorithms which explicitly maintain a library of former 

concepts have been so engineered in order to perform better when 

the stream includes recurring concepts, but can only be disadvan- 

taged by this apparatus when applied to a stream containing only 

sudden, irrevocable concept shifts. (This approach of storing for- 

mer concepts for re-use is typified by the FLORA3 algorithm [10] , 

one of the first algorithms to explicitly address recurring concepts. 

It is part of the FLORA family of algorithms [11,12] , dating back to 

1989.) 

Whether such a collection of former concepts is maintained 

or not, an algorithm for handling concept drift will have both a 

learning mechanism of some sort and a forgetting mechanism of 

some sort, the latter being essential to ensure the classifier does 

not become stuck in some setting after seeing a large amount of 

data which exceeds its capacity for learning. Some methods use 

explicit change detection strategies, which allow the algorithm to 

make a suitable increase in learning and forgetting rates when a 

concept shift is detected. We refer the reader to the survey of 

Gama et al. [6] for a good recent review of concept-drift adapta- 

tion methods. 

Concept drift is of interest to the extent that it affects adversely 

the future performance of the classifier and requires action: the oc- 

casional outlier or short abnormal event should simply be treated 

as noise and ignored. 

3. Prototype selection and generation 

One key distinction among data-editing methods must be in- 

troduced before the entire taxonomy is presented. This is the dis- 

tinction between “prototype selection” and “prototype generation”

families, which have been treated very similarly in taxonomies of 

their offline members [3,4] , but which we have argued [5] need 

very different treatment in their online incarnations. 

The process of editing training data for use with the nearest- 

neighbour classifier, or similar instance-based classifiers, consists 

of replacing the set of training data, S , with a smaller reference 

set of what are called “prototypes”. The meaning of “prototype”

depends on the approach (selection or generation) chosen for the 

data editing 2 . In prototype selection, the reduced set of prototypes, 

S ′ is a subset of S (along with the labels of the objects). In proto- 

type generation, the prototypes are allowed to be different points 

in the same space (or to be extended as other structures such 

as hyper-rectangles or hyper-ellipses). Generated prototypes in the 

original space can be created by various procedures for relabelling, 

merging or re-positioning members of an initial subset of S , such 

as by finding cluster centres. 

Prototype generation is potentially the richer of the two data- 

editing approaches. In prototype generation, the entire space is 

available for the positioning of prototypes, allowing the approxi- 

mation of any classification boundary with a specified precision. If 

instead the prototypes are constrained to be chosen from the fi- 

nite set of points constituting the training data, the set of possible 

boundaries is correspondingly reduced. 

The learning vector quantisation (LVQ) family of methods are 

exemplars of the Prototype Generation approach which are par- 

ticularly popular and successful in the online case. Many algo- 

rithms of the LVQ type have been developed, and a taxonomy of 

2 Synonyms of prototype generation in the literature are prototype construction, 

extraction, reduction and replacement . 
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