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a b s t r a c t 

Community-based question answering platforms have attracted substantial users to share knowledge and 

learn from each other. As the rapid enlargement of community-based question answering (CQA) plat- 

forms, quantities of overlapped questions emerge, which makes users confounded to select a proper 

reference. It is urgent for us to take effective automated algorithms to reuse historical questions with 

corresponding answers. In this paper, we focus on the problem with question retrieval, which aims to 

match historical questions that are relevant or semantically equivalent to resolve one’s query directly. 

The challenges in this task are the lexical gaps between questions for the word ambiguity and word mis- 

match problem. Furthermore, limited words in queried sentences cause sparsity of word features. To alle- 

viate these challenges, we propose a novel framework named HSIN which encodes not only the question 

contents but also the asker’s social interactions to enhance the question embedding performance. More 

specifically, we apply random walk based learning method with recurrent neural network to match the 

similarities between asker’s question and historical questions proposed by other users. Extensive experi- 

ments on a large-scale dataset from a real world CQA site Quora show that employing the heterogeneous 

social network information outperforms the other state-of-the-art solutions in this task. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Community-based question answering (CQA) services enable 

users to put forward their puzzles and share knowledge with each 

other. Over the past years, CQA services like Yahoo! Answers, Baidu 

Knows, Wiki Answers, Zhihu and Quora have accumulated sub- 

stantial question-answer pairs [1] . However, large quantities of 

proposed questions are highly overlapped and redundant, which 

weakens users query efficiency [2] . To effectively automate select 

the proper references from the large-scale pre-queried questions 

with corresponding answers, researchers have devoted into ques- 

tion retrieval, question answering, expert finding and natural lan- 

guage processing field for many years. 

In this paper, we focus on the domain of question retrieval. 

The critical problem of question retrieval is to help users to re- 

trieve historical questions which precisely match their questions 

semantically equivalent or relevant [3] . Users can refer to the good 

matches before choosing whether to raise a new question. The 

functionality brings users much convenience and reduces the rep- 
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etition rate for CQA platforms. Hence, it is of great value for CQA 

services to offer relevant results efficiently and precisely. Many 

studies have been done on this task. However, challenges still re- 

main due to the lexical gaps between questions caused by word 

ambiguity and word mismatch problem [4] . For example, in Quora 

site there exit two questions “What are some good introductory 

materials on machine learning?” and “How can I start learning ma- 

chine learning?”. From the views of our human readers, these two 

questions are semantically relevant and exactly express the same 

meaning. While for the main stream models applied in question 

retrieval, these two questions share few common words so they 

may cause the mismatching problem. Even for the same word may 

cause ambiguity, for instance when we mention the word ‘apple’, 

we cannot easily tell whether it is about the apple company or 

the apple fruit [5] unless we classify through context information. 

Another challenge in question retrieval is the feature sparsity is- 

sue [6] . As question titles usually have short length with varieties 

of irregular noise, it is hard to extract exactly modeling topic from 

using the full information of questions. 

Most of the existing works consider the question retrieval task 

as a supervised learning method, which utilizes both the ques- 

tion textual content and its belonging category to train an eval- 

uating model [7–9] . Researchers in question retrieval field mainly 

exploit the language model to learn the semantic representation of 
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question contents. Although the existing question retrieval meth- 

ods have achieved excellent performance, they do not fully tackle 

the word sparsity bottleneck and utilize the questions side infor- 

mation such as asker’s background, which is critical for question 

understanding. Moreover, since askers have their own social net- 

work and their interests may be similar with their friends, it is rea- 

sonable to assume one scenario: users may post questions resem- 

bled with their friends. It is a very common phenomenon among 

classmates and colleagues. Thus, how to leverage these available 

social information is of significance for the question retrieval task. 

Apart from the valuable social information, the textual con- 

tents of questions are necessary for question retrieval tasks. Re- 

cent works on question retrieval in CQA data employ different 

retrieval models to learn semantic representations, including the 

language model [10] , the translation model [11] and learning- 

to-rank model [9] . Empirically, these previous works consistently 

show the feasibility in retrieval performance. However, traditional 

hand-crafted features like bag-of-words have inevitable issues that 

cannot well-embed the word sequence of questions. Inspired by 

the flourish of deep learning application in natural language pro- 

cessing [12] , various embedding methods are proposed for learning 

the semantics of similar words and encode the word sequence into 

low-dimensional continuous embedding space. Since the question 

contents are always sequential data with variant length, recurrent 

neural network [13] is an ideal choice to learn the semantic repre- 

sentation. 

In this paper, we put forward a novel framework named HSIN 

(Heterogeneous Social Influential Network). Specifically, we exploit 

a random walk method to explore the valuable side information 

from heterogeneous social network and question category infor- 

mation. Besides, we model the question textual content with re- 

current neural network. We then concatenate the question textual 

content with user embedding to represent the question and rank 

similarities with historical questions. In our proposed HSIN frame- 

work, the questions textual content, their related categories infor- 

mation, askers social information are simultaneously learned so 

we can utilize the rich interactions between CQA data and users 

data. When a new question is queried, HSIN can rank the histori- 

cal proposed similar questions so that users can refer to the rec- 

ommended questions along with corresponding answers without 

having to wait his own question to be answered. 

It is worthwhile to highlight several contributions of our work 

here: 

• We introduce a novel framework named HSIN to integrate 

question textual content with asker social network information. 

We utilize a random deep walk method with recurrent neural 

network to learn the semantic representation of questions and 

users simultaneously. 

• Unlike previous studies, our proposed framework which lever- 

ages the semantic representation of questions and the rich 

heterogeneous social network information in question retrieval 

field. The framework can be extended to other information re- 

trieval field for it is scalable for heterogeneous network learn- 

ing. 

• Our proposed framework outperforms the state-of-the-art mod- 

els that utilized only question textual information. The per- 

formance improved significantly in question retrieval ranking, 

which demonstrate the potential of our concept of integrating 

the rich social network side information. 

The remainder of this paper is organized as follows. In 

Section 2 , we present a brief view of current related work about 

question retrieval. In Section 3 , we formulate the question retrieval 

problem and introduce our proposed heterogeneous network inte- 

gration learning method. In Section 4 , we describe the experimen- 

tal settings and report a variety of results to verify the superiority 

of our model. Finally, we conclude the paper in Section 5 . 

2. Related work 

The existing methods for question retrieval can be basically cat- 

egorized as categories-model based approaches, translation-model 

based approaches, topic-modeling based approaches and neural 

network based approaches. 

The first approach is the most widely considered in exploring 

question retrieval problems. It considers the metadata of questions 

by taking question categories and labels into consideration. Cao 

et al. [7,14,15] embodied three language models to exploit ques- 

tion categories smoothing for estimating questions similarities un- 

der the same category. Zhou et al. [4,10,16] proposed several meth- 

ods in employing category side-information. In [16] , they leveraged 

user chosen category and filter irrelevant questions under leaf cat- 

egories. In [10] , they developed group non-negative matrix factor- 

ization with learning the category-specific topics for each category 

as well as shared topics across all categories. Zhou et al. [4] also 

employed fisher kernel to aggregate word embedding vectors from 

variable size into fixed-length, thus learnt a continuous word em- 

bedding model. 

The second approach, translation-model based method learns 

the pair relevance of question-answer data to bridging Lexical gaps 

between queries and questions, or questions and answers. Jeon 

et al. [3] discussed a method that refers to the similarities be- 

tween answers to estimate question semantically similar proba- 

bilities. Xue et al. [17] combined the question part with a query 

likelihood approach by incorporating word-to-word translation 

probabilities. Lee et al. [18] investigated empirical methods to 

eliminate non-topical or unimportant words in order to construct 

compact translation models for retrieval purposes. Apart from 

word-level translation method, Zhou et al. [11] learnt a phrase- 

based translation model which aims to capture question contextual 

information rather than word-based in isolation. 

The third approach topic modeling based approaches also arose 

many attentions for we can compare the latent similarity of ques- 

tions without being constrained by the queried sentences forms. 

Duan et al. [19] identified the question topic and focus into a con- 

sisting data structure. Zhang et al. [20] assumed that questions and 

answers share some common latent topics and through this way 

the model can match questions on a topic level. Ji’s et al. [21] as- 

sumption is quite similar to Zhang et al. [20] . 

The fourth approaches leverage neural network to model ques- 

tions embeddings. As the flourish of deep learning especially 

in natural language processing, researchers began to incorpo- 

rate the neural network into learning to rank frameworks. Zhou 

et al. [22] learnt the semantic representation of queries and an- 

swers by using a neural network architecture. Although the main- 

stream models of neural network are mainly applied in question 

answering not in question retrieval, the theories are the same. 

Qiu and Huang [23] encoded questions and answers in semantic 

space and model their interactions in a convolutional neural ten- 

sor network architecture. The model is a general architecture with 

no need for lexical or syntactic analysis. Shen et al. [24] utilized 

a similarity matrix which contains both lexical and sequential in- 

formation to effectively model the complicated matching relations 

between questions and answers. 

In question retrieval field, very few approaches consider the 

heterogeneous social network to dig more information. For exam- 

ple, classmates or colleagues concern the same professional field 

so they may care about the similar questions. Zhao et al. [25] im- 

plemented a graph-regularized matrix completion algorithm by in- 

tegrating the user model to improve expert finding performance. 

The cross-domain social information integration is also considered 
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