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a b s t r a c t 

Multi-class imbalance learning problems suffering from the different distribution of classes occur in many 

real-world applications. One-versus-One (OVO) decomposition strategy is a common and useful technique 

used to address multi-class classification problems, which consists in dividing the original multi-class 

problem into all binary class sub-problems. The effort to reduce the effect of non-competent classifiers 

has proven to be a useful way of improving the performance in the OVO scheme. However, these ap- 

proaches might not be effective for imbalance scenarios, since they are based on standard biased learning 

procedures. On this account, we propose a novel approach named Distance-based Relative Competence 

Weighting with Adaptive Synthetic Example Generation (DRCW-ASEG), which properly addresses the syn- 

ergy between imbalance learning and dynamic classifier weighting in OVO scheme. This new proposed 

algorithm aims to dynamically produce synthetic examples of minority classes in the stage of dynamic 

weighting process. We develop a thorough experimental study in order to verify the benefits of the pro- 

posed algorithm considering different base binary classifiers. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

The class imbalance learning problem, also known as imbal- 

anced dataset, refers to the classification task, where one or more 

classes are under represented in the dataset [1,2] . Learning from 

datasets with this under-representation results in classifiers biased 

towards classes with more representatives and loss of prediction of 

the minority classes [3] . 

The class imbalance problem has drawn the attention of prac- 

titioners over the years, due to its relevance in many real-world 

classification tasks, such as human activity recognition [4] , medical 

diagnosis [5] , data stream analysis [6] , and facial expression recog- 

nition [7] . In these problems, the goal or the objective class tends 

to be an under-represented class. However, this attention has been 

focused mostly on binary class imbalance problems. 
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Multi-class imbalance problems are considerably more difficult 

to address than two-class scenarios, since the decision boundary 

involves distinguishing among more classes. And the vast produc- 

tion for binary imbalance problems unfortunately cannot be di- 

rectly applied to multi-class imbalance problems [8] . 

However, multi-class classification problems can be addressed 

by the usage of binarization decomposition strategies, which aims 

to divide the complex problem into several simpler two-class prob- 

lems [9] . Several alternatives following this divide-and-conquer 

strategy can be found in the specialized literature [10] . Among 

them, One-versus-One (OVO) [11–13] and One-versus-All (OVA) 

[14] are the most popular techniques. In this study, we only fo- 

cus on dealing with multi-class imbalanced datasets using the OVO 

strategy, as it has proven to perform better than the OVA scheme 

in this scenario [8,9] . 

OVO decomposition strategy constructs a system with multiple 

binary classifiers to discriminate between each pair of classes. For 

a given test pattern, all the binary classifiers will be triggered. Al- 

though, as they are only trained with two-class instances, some 

of them do not have sufficient knowledge to predict correctly. 
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This problem is called as the “non-competent classifiers problem”

[15–17] . 

Recently, some techniques have been proposed to manage this 

problem for the standard multi-class classification task. Among 

them, Distance-based Relative Competence Weighting for OVO 

strategy (DRCW-OVO) [17] has better and more robust perfor- 

mance. In DRCW-OVO, the confidence degrees of the classifiers are 

weighted depending on their competence associated with the av- 

erage distances between the classes and the query instance. These 

average distances are computed with the nearest neighbors of the 

unlabeled example for each class. The classes closer to the instance 

to be classified get higher weights in the aggregation method. 

However, it may be useless to directly employ DRCW-OVO to 

handle the class imbalance problems. In the multi-class imbal- 

anced dataset, the minority classes might be much sparser than 

those of the majority classes within the neighborhood of a given 

instance to be classified. Therefore, the average distances of the 

former would be larger, deviating the decision from the minority 

classes. In this sense, the essential of the drawback for DRCW-OVO 

to deal with the non-competent classifier problem is the skewed 

distribution of the local region surrounding the tested example. 

Therefore, it seems to be reasonable for us to develop an approach 

to interpolate synthetic examples with the aim of balancing the 

local region when managing the non-competent classifiers existing 

in the OVO system for handling multi-class imbalanced datasets. 

The goal of this paper is to introduce a new decomposition 

framework named DRCW-ASEG that is applicable to multi-class 

imbalanced datasets and empowers OVO decomposition with the 

DRCW strategy. At the same time, DRCW-ASEG deals with multi- 

class imbalance problems and with the “non-competent classifiers 

problem”. This novel approach alleviates the bias towards the ma- 

jority classes of the post-processing DRCW method, due to the use 

of the Adaptive Synthetic Example Generation procedure (ASEG) 

in the stage of dynamic weighting process. We should empha- 

size that whereas the approaches of adaptively generating minority 

examples according to their distributions, like ADASYN [18] , have 

been already considered for imbalanced datasets, they have not 

been considered to manage the non-competent classifiers in OVO 

scheme. Notice that in this paper, the synthetic examples are gen- 

erated to balance the local region, and they are not used to estab- 

lish binary classifiers. 

Concretely in DRCW-ASEG, the original multi-class imbalance 

problem is divided into several two-class sub-problems according 

to the OVO strategy. And, these are addressed by the binary class 

imbalanced methods. The non-competent classifier problem is ad- 

dressed with DRCW but applied to a balanced local region of the 

sample needed to be classified generated by ASEG. This balanced 

region is obtained by analyzing the neighborhood of the query ex- 

ample. Then, new synthetic examples are locally generated by the 

interpolation of those minority classes in the targeted neighbor- 

hood. 

In order to show the validity of our method, we carry out 

a thorough experimental study on twenty multi-class imbalanced 

datasets selected from the KEEL dataset repository [19,20] . Regard- 

ing the imbalance learning method in our scenario, six well-known 

class imbalance learning methods are selected to handle the two- 

class imbalanced datasets derived from the OVO decomposition, 

including three basic resampling techniques (Random Under Sam- 

pling (RUS), Random Over Sampling (ROS) and SMOTE [21,22] ) and 

three ensemble learning methods (SMOTEBagging [23] , RUSBag- 

ging [24] and SMOTEBoost [25] ). 

Marco Average Arithmetic (MAvA) metric [26] is employed as 

the performance measure and the proper statistical tests suggested 

in [27] are used to study the significance of the results. 

The main contributions of this paper with respect to previous 

works can be summarized as follows: 

• In this paper, we focus on dealing with considerably com- 

plicated multi-class imbalance learning tasks using the OVO 

decomposition technique. We provide the detailed analysis 

showing that the classic approaches for the management of 

non-competent classifiers are inefficient in the scenario of 

multi-class imbalanced datasets. 

• In order to alleviate the negative effect of non-competent 

classifiers using OVO method to handle multi-class imbal- 

anced problems, we develop a new method named DRCW-ASEG 

which generates synthetic examples by dynamically learning 

the local information from the data distribution. 

• We carry out extensive experiments on real-world datasets to 

evaluate the performance of the proposed methods. We also 

study the internal mechanism of the proposed method by ana- 

lyzing the classification performance on per class. 

The rest of this paper is organized as follows. The previous re- 

search related to this study, namely the imbalanced classification 

problem, solutions for multi-class imbalanced datasets, the OVO 

decomposition scheme and the non-competent classifier problem 

are introduced in Section 2 . Then, in Section 3 we present our 

methodology for integrating an adaptive synthetic example gener- 

ation into the OVO scheme, the DRCW-ASEG method. In Section 4 , 

the experimental framework is given, including the datasets, base 

learner, binary imbalance learning algorithms and measure metric. 

And then, the complete empirical study and its analysis is carried 

out in Section 5 . Finally, the conclusions and discussions are sum- 

marized in Section 6 . 

2. Background 

In this section, we present two scenarios for class imbalanced 

datasets according to the number of classes. Section 2.1 is devoted 

to presenting the traditional paradigm of the imbalanced classi- 

fication problem as a binary scenario. Then, in Section 2.2 , we 

introduce the multi-class imbalanced datasets, its difficulties and 

possible solutions. Next, we descripe OVO decomposition strategy 

for multi-class classification problems in Section 2.3 . Finally, the 

non-competent classifier problem in OVO scheme is discussed in 

Section 2.4 . 

2.1. The imbalanced classification problem 

The classification task on a dataset is considered a class im- 

balance problem, when several classes (minority classes) are un- 

derrepresented with respect to the other classes (majority classes), 

i.e., the number of minority class examples is much less than the 

number of representatives of the majority classes. 

Traditionally practitioners have addressed the problem as a bi- 

nary scenario dilemma, where the relationship between classes 

and the goal is well-defined: to reduce the bias towards the major- 

ity class and meanwhile, balance the performance on both classes. 

With this objective, a multitude of approaches have been designed 

according to four different lines of research: data level methods, 

algorithmic approaches, cost-sensitive learning solutions, and en- 

semble learning approaches. 

Data level solutions address the origin of the class imbalance 

problem, i.e. the skewed distribution in the dataset. This is done 

by sampling the data space to re-balance and reduce the impact 

of class imbalance [2] . One of the advantages of such a solu- 

tion is its independence from the classifier used. The two basic 

ideas of resampling approaches are Random Under/Over- sampling, 

that randomly remove or duplicate examples from the major- 

ity/minority class. Dozens of sophisticated resampling techniques 

have been proposed over the years. Among them, the Synthetic Mi- 

nority Oversampling Technique (SMOTE) [21] proposed by Chawla 
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