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a b s t r a c t 

In this paper, we introduce a training and compensation algorithm of the class-conditioned basis vectors 

in the non-negative matrix factorization (NMF) model for single-channel speech enhancement. The main 

goal is to estimate the basis vectors of different signal sources in a way that prevents them from rep- 

resenting each other, in order to reduce the residual noise components that have features similar to the 

speech signal. During the proposed training stage, the basis matrices for the clean speech and noises are 

estimated jointly by constraining them to belong to different classes. To this end, we employ the prob- 

abilistic generative model (PGM) of classification, specified by class-conditional densities, as an a priori 

distribution for the basis vectors. The update rules of the NMF and the PGM parameters of classification 

are jointly obtained by using the variational Bayesian expectation-maximization (VBEM) algorithm, which 

guarantees convergence to a stationary point. Another goal of the proposed algorithm is to handle a mis- 

match between the characteristics of the training and test data. This is accomplished during the proposed 

enhancement stage, where we implement a basis compensation scheme. Specifically, we use extra free 

basis vectors to capture the features that are not included in the training data. Objective experimental re- 

sults for different combination of speaker and noise types show that the proposed algorithm can provide 

better speech enhancement performance than the benchmark algorithms under various conditions. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

The general objective of speech enhancement algorithms is to 

remove the background noise from a noisy speech signal to im- 

prove its quality or intelligibility. They have been an attractive 

research area for decades and find various applications includ- 

ing mobile telephony, hearing aid and speech recognition. Nu- 

merous single-channel speech enhancement algorithms have been 

proposed in the past, such as: spectral subtraction [1] , minimum 

mean-square error (MMSE) estimation [2,3] and subspace decom- 

position [4] . However, these algorithms tend to provide limited 

performance in adverse noisy environments, e.g., low input signal- 

to-noise ratio (SNR) or non-stationary noise conditions, since they 

use a minimal amount of a priori information about the speech and 

noise. 
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Recently, the non-negative matrix factorization (NMF) approach 

has been successfully applied to various problems, such as mu- 

sic transcription [5] , source separation [6] , speech enhancement 

[7] and image representation [8] . In general, NMF is a dimension- 

ality reduction technique, which decomposes a given matrix into 

basis and activation matrices with non-negative elements [9,10] . In 

audio and speech applications, the magnitude or power spectrum 

of the (noisy) audio signal is interpreted as a linear combination of 

the NMF basis vectors, which play a key role in the enhancement 

process. Deep neural network (DNN) algorithms have also gained 

enormous interest lately. The DNN training aims at estimating the 

nonlinear mapping function, specified by the weights and biases 

of the hidden layers, that relates the input features to the output 

target features. Applications of DNN to speech enhancement and 

source separation have been introduced in [11–13] . The NMF and 

DNN algorithms differ significantly in terms of underlying model- 

ing structure and training requirements; in this paper, we focus on 

a linear NMF model. 

In a supervised NMF-based framework, the basis vectors are 

typically obtained a priori for each source by independently us- 

ing isolated training data during the training stage. However, there 
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are two main problems in such a framework. The first one is 

that the basis vectors of the different signal sources, e.g., speech 

and noise, may share similar characteristics. For example, the ba- 

sis vectors of the speech spectrum can represent the noise spec- 

trum and hence, the enhanced speech may contain residual noise 

components which have features similar to the speech signal. 

One possible remedy is to train the basis vectors of each source 

in a way that prevents them from representing other sources. 

In [14] , the cross-coherence of the basis vectors is added as 

a penalty term to the NMF cost function, whereas the cross- 

reconstruction error terms are considered in [15] . The authors in 

[16–18] propose to use additional training data which are gener- 

ated by mixing, e.g., adding or concatenating, the isolated train- 

ing data of each source. However, the approaches in [16,17] are 

based on heuristic multiplicative update (MU) rules which do 

not guarantee the convergence of the NMF in general [10,19] . 

Moreover, the basis vectors in [17,18] are obtained indirectly by 

means of the activation matrix estimated from the mixed train- 

ing data and hence, lack an explicit interpretation in terms of 

discrimination. 

The second problem in a supervised framework is the exis- 

tence of a mismatch between the characteristics of the training 

and test data. A common approach to overcome this problem is 

to add explicit regularization terms to the NMF cost function that 

incorporate some prior knowledge, such as the temporal continuity 

[20] or statistical characteristics of the magnitude spectra [21] . In 

these algorithms, however, the basis vectors are fixed during the 

enhancement stage, which limits the performance when there is 

a large mismatch between the training and test data. One alter- 

native approach is to use a basis adaptation scheme during the 

enhancement stage. In [22] , the basis vectors are adapted based 

on prior distributions modeled by Gamma mixtures. The authors 

in [23] employ extra validation data for speaker adaptation in a 

speech-music separation task. In [24] , the basis vectors are adapted 

by using a combination of the original and pre-processed noisy 

speech samples, the latter being obtained via a classical MMSE- 

based speech enhancement algorithm. In these algorithms, how- 

ever, the basis vectors are adapted from the mixtures of multiple 

sources, e.g., noise and speech, such that the resulting basis vec- 

tors may still exhibit features of different sources. Consequently, 

the enhanced speech may contain some residual noise components 

and hence, adapting the complete set of basis vectors may limit the 

enhancement performance. 

In this paper, to overcome these limitations, we introduce a 

training and compensation algorithm of the class-conditioned 

basis vectors in the NMF model for single-channel speech en- 

hancement, which is an extension of our previous works on 

training class-conditioned basis vectors in [25] , and basis compen- 

sation in [26] . In the proposed framework herein, we consider the 

probabilistic generative model (PGM) of classification specified by 

class-conditional densities [27] , along with the NMF model [28] . 

Specifically, the PGM of classification is used as an explicit a priori 

distribution for the basis vectors. During the proposed training 

stage, the basis matrices for all the clean speech and noise sources 

are estimated jointly by constraining them to belong to one of 

several speech and noise classes. Previously in [25] , we used a 

traditional Gaussian-distributed class-conditional density [27] , 

and the model parameters were obtained through a maximum 

a posteriori (MAP) estimator using the expectation-maximization 

(EM) algorithm. In this paper, we make two key modifications. 

First, we employ a Gamma-distributed class-conditional density 

to bring more coherence into the NMF model. Second, the update 

rules of the NMF model and the PGM parameters for classification 

are jointly obtained via the variational Bayesian expectation- 

maximization (VBEM) algorithm, which can be considered as an 

extension of the EM algorithm [27–29] . 

The proposed enhancement stage consists of two steps. First, 

we perform noise classification based on the posterior class proba- 

bility (PCP), in order to determine which type of noise is included 

in the noisy speech. Second, we implement a basis compensation 

algorithm by adopting the approach in [26] . That is, we use ex- 

tra free basis vectors for both the clean speech and noise to cap- 

ture the features which cannot be explained by the limited set of 

basis vectors due to the hard decision on the noise type as well 

as features which are not included in the training data. The PGM 

parameters for classification are employed while inferring the 

free basis vectors as well as during the noise classification. Pre- 

viously in [26] , the free basis vectors were estimated by using 

the MU rules, whereas we use the VBEM algorithm in this pa- 

per. Experimental results of perceptual evaluation of speech qual- 

ity (PESQ) [30] , source-to-distortion ratio (SDR) [31] and segmen- 

tal SNR (SSNR) show that the proposed algorithm provides better 

enhancement performance than the benchmark algorithms under 

various conditions. 

The paper is organized as follows. In Section 2 , we review the 

basic principles of supervised NMF-based single-channel speech 

enhancement. In Section 3 , we introduce the PGMs of the NMF 

and classification models. The proposed training stage is derived 

in Section 4 , and the proposed enhancement stage is explained 

in Section 5 . Experimental results are presented in Sections 6 and 

7 concludes the paper. 

2. NMF-based speech enhancement framework 

For a given matrix V = [ v kl ] ∈ R 

K×L 
+ , NMF finds a local optimal 

decomposition of V ≈ WH , where W = [ w km 

] ∈ R 

K×M 

+ is a basis ma- 

trix, H = [ h ml ] ∈ R 

M×L 
+ is an activation matrix, R + denotes the set 

of non-negative real numbers and M is the number of basis vec- 

tors, typically chosen such that M < min( K, L ) [19] . The factoriza- 

tion is obtained by minimizing a suitable cost function, such as 

the Kullback-Leibler (KL) divergence. In this case, the solutions can 

be obtained iteratively using the following MU rules [9] 

W ← W �
(V / (WH )) H 

T 

1 KL H 

T 
, H ← H �

W 

T (V / (WH )) 

W 

T 1 KL 

(1) 

where the operation � denotes element-wise multiplication, / and 

the quotient line are element-wise division, 1 KL is a K × L matrix 

with all entries equal to one, the superscript T is the matrix trans- 

pose, and ← refers to an iterative overwrite. 

In NMF-based single-channel speech enhancement, one com- 

monly assumes that the magnitude spectrum of the noisy speech, 

obtained via short-time Fourier transform (STFT), can be approxi- 

mated by the sum of the clean speech and noise magnitude spectra 

[6,7,32] , i.e., | Y kl | ≈ | S kl | + | N kl | where Y kl , S kl and N kl, respectively 

denote the STFT coefficients of the noisy speech, clean speech 

and noise at the frequency bin k ∈ { 1 , . . . , K} and time frame l ∈ 

{ 1 , . . . , L } . Hence, in this work, V = [ v kl ] may contain the magni- 

tude spectral values of the noisy speech, clean speech or noise, as 

indicated by subscripts or superscripts Y, S and N , respectively. 

In a supervised framework, W S and W N are first obtained dur- 

ing the training stage, by applying (1) to the training data V S and 

V N . In the enhancement stage, for an online application, the ac- 

tivation vector h 

Y 
l 

= [(h 

S 
l 
) T (h 

N 
l 
) T ] T ∈ R 

(M S + M N ) ×1 
+ is estimated for 

the l -th time frame by applying the activation update in (1) to 

| y l | = [ | Y kl | ] ∈ R 

K×1 
+ , while fixing W Y = [ W S W N ] . In this work, we 

instead consider a mini-batch online application by concatenating 

several successive time frames of the noisy speech. That is, we con- 

struct a target matrix as V 

Y 
l b 

= | Y l b 
| ∈ R 

K×L b + , where l b = 1 , 2 , . . . is 

the mini-batch index, Y l b 
is the noisy speech matrix consisting of 

the time frames l ∈ { (l b − 1) L b + 1 , . . . , l b L b } , L b is the mini-batch 

size, and | · | denotes the element-wise magnitude computation. 

The merit of using a mini-batch approach is that we can not only 
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