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In this paper, a robust fuzzy modeling method is proposed for strongly nonlinear systems in the pres- 

ence of noise and/or outliers. The proposed method integrates the advantages of the fuzzy structure, the 

manifold learning, and the weighted least squares support vector machine (LS-SVM). First, the Gustafson–

Kessel clustering algorithm (GKCA) is applied to split the training data set into several subsets to deter- 

mine the fuzzy rules and premise parameters. Then, a new objective function is constructed based on 

the fuzzy structure, the weighted LS-SVM, and the manifold regularization, which takes into account ro- 

bustness and the intrinsic geometry of the data. A solving method is further developed, from which the 

fuzzy model is achieved and can effectively approximate a nonlinear system with various types of ran- 

dom noise. The proposed method is applied to an artificial case as well as a practical hydraulic actuator, 

demonstrating its effectiveness in modeling of a nonlinear system even under noise. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

In industry, many processes or systems are complex and 

strongly nonlinear, and are typically contaminated by noise from 

many sources [1] , including environment noise, sampling errors, 

measurement errors, human errors, etc. Often, outliers also exist in 

process data. In general, modeling this kind of process or system is 

very difficult. 

In the past decades, much progress has been made in modelling 

complex nonlinear systems using the so-called Takagi–Sugeno (T–

S) fuzzy model [2,3] . The T–S model provides a simple and 

straightforward way to decompose the complex task into a group 

of simple tasks [4,5] . It has also been proven to have uniform ap- 

proximation ability for any nonlinear system [6] . 

In general, there are two approaches to T–S fuzzy modelling. 

One is to determine the fuzzy rules and premise parameters by 

methods such as K-mean clustering, fuzzy C-means (FCM) [7] , ker- 

nel FCM [8] , Gustafson–Kessel clustering algorithm (GKCA) [9] , or 

the fuzzy system with rule generation and iterative linear support 

vector regression (FS-RGLSVR) [10] . 

The other approach is to identify the consequent parame- 

ters. Many studies have contributed methods for determining con- 

sequent parameters, such as recursive least squares (RLS) [4] , 
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weighted recursive least squares (WRLS) [11] , and the Kalman filter 

[12] . However, these methods do not take into account the com- 

plexity of the model in ambient space, and thus have poor gener- 

alization and are often over-fitting for models of complex nonlin- 

ear systems. In order to guarantee the generalization without sig- 

nificantly increasing computational costs, the least squares support 

vector machine (LS-SVM) has been employed [13] . Although this 

method can maintain generality and avoid over-fitting, it is ineffec- 

tive when dealing with non-Gaussian noise or data with outliers. 

Moreover, the aforementioned identification methods do not con- 

sider the intrinsic nature of data. This makes them less accurate for 

strongly nonlinear systems in the presence of noise. Thus, an effec- 

tive fuzzy modeling method is still needed for strongly nonlinear 

systems in the presence of non-Gaussian noise and/or outliers. 

It is well-known that manifold learning can effectively maintain 

the intrinsic geometry of high dimensional data. Manifold learning 

has been widely applied to dimensionality reduction [14] , such as 

locally linear embedding (LLE) [15] , Isomap [16] , locality preserv- 

ing projection (LPP) [17] , and linear local tangent space alignment 

(LTSA) [18] . Manifold learning has also been extended to regression 

and classification in order to improve modeling ability [19] , such 

as least-squares classification [20] , support vector machine (SVM) 

[21–25] , and extreme learning machine (ELM) [26–28] . It spans 

the range from unsupervised to fully supervised learning [29–32] . 

However, manifold learning has never been applied to the fuzzy 

modeling to date. 
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Fig. 1. A hydraulic actuator system. 

In this paper, a robust fuzzy modeling method is proposed for 

strongly nonlinear systems in the presence of noise and/or out- 

liers. It integrates the advantages of the fuzzy structure with man- 

ifold learning and the weighted LS-SVM [33] . Unlike traditional 

fuzzy modeling, the proposed method takes the intrinsic nature of 

the data into account and can achieve a robust model even un- 

der noise or outliers. Firstly, the GKCA is applied to divide a train- 

ing data set into several subsets in order to determine the fuzzy 

rules and premise parameters. Then, a new objective function is 

constructed based on the fuzzy structure, the weighted LS-SVM 

and the manifold regularization. A solving method is then devel- 

oped, from which the fuzzy model is achieved and can effectively 

approximate an unknown nonlinear system with various types of 

random noise. 

2. Problem description and T–S fuzzy model 

2.1. Problem description 

In industry, many processes or systems have strongly nonlin- 

ear characteristics and are contaminated by noise or outliers. A 

hydraulic actuator used for forging, shown in Fig. 1 , is a typical 

example of such systems [34,35] . In order to forge the work piece 

to the desired shape, the velocity and position of the piston must 

be accurately controlled, which depends on the accurate driving 

model. However, the irregular shape and varied deformation of the 

work piece, nonlinear hydraulic driving system and the compress- 

ibility of the hydraulic oil contribute to strong nonlinearity of the 

system. Together with the external disturbances including random 

noise and outliers render the system difficult to model. 

The aforementioned nonlinear system can be described as fol- 

lows: 

y = f (x, ε) (1) 

where x and y are the input and output of the system, respectively, 

f is an unknown nonlinear function, and ε represents random noise 

including Gaussian noise, non-Gaussian noise and outliers. 

2.2. T–S fuzzy model 

It is well-known that the T–S fuzzy model can approximate a 

large class of complex nonlinear systems. This model is described 

as follows [36] 

R k : If x 
(1) is A k 1 and…and x (n) is A kn 

Then y = a T 
k 

x + b k , k = 1, 2, …, R , 

where R k is the k th rule, x (j) and A kj are the premise variables of 

the system and its fuzzy set respectively, y represents the output 

of k th rule, a k and b k are consequent parameters of the k th rule, 

and R is the number of rules. The final T–S fuzzy model can be 

written as follows: 

ˆ f (x ) = 

R ∑ 

k =1 

φk (x ) (a T k x + b k ) (2) 

With 

φk (x ) = 

βk (x ) 
R ∑ 

j=1 

β j (x ) 

(3) 

βk (x ) = 

n ∏ 

j=1 

G k j (x ) , k = 1 , 2 , . . . , R (4) 

Here, G kj ( x ) is the membership function of the fuzzy set A kj . 

In general there are many options to identify the consequent 

parameters a k and b k from data including RLS, Kalman filter, and 

W-RLS. Recently the LS-SVM has been used to improve generaliza- 

tion and avoid over-fitting during consequent parameter identifica- 

tion. This method only requires solving the following optimization 

problem using the least squares method: 

J = 

1 

2 

(a T 1 a 1 + · · · + a T R a R ) + 

1 

2 

γ
N ∑ 

i =1 

e 2 i (5) 

Subject to: 

y i = 

R ∑ 

k =1 

φk ( x i )(a T k x i + b k ) + e i , ( i = 1 , 2 , . . . , N) 

Although the LS-SVM based identification method is effective in 

many cases, it still has a few disadvantages: 

� It is ineffective when non-Gaussian noise or noise distributions 

with heavy tails are present; 

� It is sensitive to outliers and gives equal weight to all data 

points, including outliers, which can decrease model perfor- 

mance. 

Thus, the development of a robust T–S fuzzy method for mod- 

eling nonlinear systems with noise is needed. 

3. Novel fuzzy modeling method 

It is well-known that manifold learning can effectively preserve 

data sequence spatial structure or geometry of the data distribu- 

tion. In addition, outliers and/or noise samples should have a lower 

frequency than the number of elements found in the main body 

of data collected. In this sense, samples acquired at the lower fre- 

quency should be more likely contaminated with outliers or noise. 

Thus, statistical distribution inherently reflects the degree to which 

a dataset is contaminated by outliers and/or noise. 

Based on these concepts, a robust fuzzy modeling method, as 

presented in Fig. 2 , is proposed to describe a dataset with noise 

and outliers. The proposed method integrates the advantages of 

the T–S fuzzy structure constructed by the GKCA, manifold learn- 

ing, and the weighted LS-SVM that weights modeling error accord- 

ing to the distribution of modeling error in order to improve the 

robustness of modeling. By constructing the statistical distribution 

of errors, Weighted LS-SVM can deal with outliers. The T–S fuzzy 

model can effectively model a nonlinear system due to its uniform 

approximation ability and the manifold regularization can preserve 

the intrinsic nature of the system. This model is also robust to out- 

liers and/or noise based on incorporation of the weighted LS-SVM 

strategy. Thus, it can effectively model strongly nonlinear systems 

with outliers and/or noise. 
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