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Abstract

Feature interaction provides insight into hidden domain knowledge and inter-
active structure of a data set. In feature selection, identifying significant in-
teractions among features is a challenging task. Since possible candidates of
interactions increase exponentially to the number of features. In this paper, we
propose a two-stage feature selection approach that makes full use of interac-
tions. In the first stage, we decompose the feature selection problem into a sum
of interaction information. Then, higher-order interactions are used to select
an interaction-preserving feature subset. In the second stage, we employ de-
sign of experiments (DOE) to identify significant interactions from the feature
subset. The proposed approach is compared with mRMR, JMIM and ReliefF.
Experiments on public available data sets demonstrate that our approach re-
veals the influence of interactions and so that outperforms the state-of-the-art
filter methods.
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1. Introduction

Vast amount of data is being generated in many fields, such as text mining,
image processing and bioinformatics [1]. However, techniques for analyzing
higher dimensional data suffer from the multidimensional complexity. Toward
this issue, a variety of data preprocessing methods have been proposed. These5

methods can be mainly divided into two categories: feature selection (FS) and
dimensionality reduction. Feature selection identifies a characteristic feature
subset. Thus, it is more explicable than dimensionality reduction. Feature
selection techniques can be grouped into three categories: filter[2], wrapper[3]
and learning based[4, 5, 6]. Many learning based methods has been proposed,10
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