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a b s t r a c t 

Complex action potentials of the brain neurons from extracellular recordings are usually represented as 

overlapping superimposed spikes resulting from the neuron spike bursts. In this paper, a novel feature fu- 

sion strategy is proposed for the high-precision classification of the neuron spikes. Based on the wavelet 

coefficients and the principal component analysis (PCA) features of the spikes, the eigenvectors of the 

adjacency matrices are constructed using the Locality Preserving Projections (LPP) algorithm. The fu- 

sion adjacency matrix of different f eatures is constructed using different weighted adjacency matrices 

method. The feature fusion data based on the wavelet coefficients and PCA features are projected from 

high-dimensional space to low-dimensional space. The experiment results show that the noise level is 

0.4, and the accuracy of this method is increased by 9% on average compared with non-fusion feature 

classification. According to the experimental results, a high-precision classification is obtained based on 

the feature fusion method with a low-dimensional feature space. The proposed feature fusion method 

effectively reduces the dimension number of the features and remedies the missing information. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Neuroscientists have extensively studied neuron spikes 

recorded extracellularly [1] . Spike classification poses a great 

technical challenge for research in neural information science [2] . 

Neural spike sorting is already used in brain science research. 

Neural spikes are a comprehensive reflection of the electrophys- 

iological activity of brain cells. The recording, detection, and 

classification of neural spikes are a hotspot in the field of brain 

science engineering [3,4] . The extracellular electrode technology 

is a common method of neural spike recording. However, the 

simultaneous discharges of multiple adjacent neurons near the 

microelectrodes often result in overlapping spikes. Therefore, it is 

essential to separate the spikes according to each neuron. 

Related studies have been conducted on the classification of 

overlapping spikes. The template-matching method has been used 

to solve the problem of overlapped spikes [1] by using PCA to ex- 

tract the spike features, which are compared with the template 

to identify the types of spikes. However, the applicability of this 

method is limited because of the need for a relevant template. 

Another approach achieves overlapping spike sorting using neural 

networks to learn more about the general decision boundaries [2] . 
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This approach is that the neural network must be trained using the 

spikes data recorded. 

The noise-assisted strategy has been used to identify and clas- 

sify overlapping spikes, and the further classification is performed 

by a trained learning machine [3] . The independent component 

analysis (ICA) method can also separate overlapped spikes, but it 

must meet the requirement that there are more channels of over- 

lapping spikes than the number of spike components [4,7] . The 

relaxation algorithm has been used to solve the problem of over- 

lapping spikes by using the Fast Fourier Transformation (FFT) to 

extract the spike features and then matching and identifying the 

types of spikes [5] . However, this method is sensitive to noise. A 

single feature method is usually used to identify the spikes. The 

type of overlapping spike also increases with its number. There- 

fore, a single feature of spike is often insufficient to characterize 

the differences between the different types of spikes. 

In this paper, a feature fusion strategy is proposed to classify 

overlapping spikes. This strategy aims at utilizing the advantages 

of different features to work out different spike extraction meth- 

ods. It can make up for the deficiency of using a single feature 

and provide a new measurement mode of the different spikes. 

Both the wavelet coefficients and the PCA features extraction are 

widely used in the classification of the spikes. The wavelet coef- 

ficients’ reflect local difference of the spikes. On the other hand, 

the PCA features extraction reflects the spike amplitudes. The pur- 

pose of the feature fusion is to fully utilize different features of the 
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Fig. 1. Schematic diagram of discrete wavelet decomposition, G is the high pass 

filter coefficient, H is the low pass filter coefficient, ↓ 2 denotes subsampling. 

same objects. Therefore, the proposed methods with two kinds of 

features simultaneously are integrated to construct a new feature 

vectors using the feature fusion algorithm based on a locality 

preserving projections (LPP). Finally, the support vector machines 

(SVM) [6] and K -means method be used to classify the spikes. 

2. Representation of spikes with multi-features 

2.1. Feature extraction of wavelet coefficients 

Wavelet transforms can be applied to any finite-energy func- 

tion to map the function from the time domain into a compound 

time–frequency space. The neural spike is decomposed into an or- 

thogonal function space with the wavelet transform, which consist 

of a scaling function and a wavelet function. The discrete wavelet 

transform (DWT) is a linear transformation that operates on a data 

vector whose length is an integer power of 2, transforming it into a 

numerically different vector of the same length, as shown in Fig. 1 . 

The discrete wavelet decomposition of the low-frequency part can 

be continued to decompose into a lower-frequency part and a rel- 

atively high-frequency part according to the needs of the analysis 

[9,10] . 

For any spike, the wavelet decomposition is 

f (t) = 

∑ 

k 

c j,k φ j,k + 

∑ 

k 

d j,k ψ j,k (1) 

where c j,k is the k th lower frequency portion of scale j. d j,k is the 

k th higher frequency portion of scale j. φj, k is the scaling function 

and ψ j, k is the wavelet function, which can be expressed as {
ψ j,k ( t ) = 2 

− j 
2 ψ 

(
2 

− j t − k 
)

φ j,k ( t ) = 2 

− j 
2 φ

(
2 

− j t − k 
) (2) 

where t is the sampling point of the spike, j is the scale parameter 

and k is the shift parameter. The coefficients of the scaling function 

and the wavelet function have the relationships, where, c is the 

lower frequency portion and d is higher frequency portion. { 

c j−1 ,k = 

∑ 

l∈ Z 
h (l − 2 k ) c j,k 

d j−1 ,k = 

∑ 

l∈ Z 
g(l − 2 k ) d j,k 

(3) 

This relationship indicates that both the wavelet function coef- 

ficients and scaling function coefficients under scale j − 1 can be 

obtained through function coefficients under scale j . h (l − 2 k ) rep- 

resents a low-pass filter, and g(l − 2 k ) represents a high-pass filter, 

l is the number of sampling points of spike [6] . 

Each spike waveform consists of 64 sampling points. As men- 

tioned above, each spike waveform is decomposed into 6 scales 

using Symlet8 wavelets [8] . Symlet8 wavelets are chosen due to 

their compact support and orthogonality. Then, the distinguishing 

features of the spikes are expressed using a few wavelet coeffi- 

cients. The wavelet coefficients represented with [ c 6 , d 6 , . . . , d 2 , d 1 ] 

can be obtained with six-level decomposition. c 6 is the approxima- 

tion level, and d 6 , . . . , d 2 , d 1 are the detail levels. 

2.2. Feature extraction of PCA 

Principal component analysis (PCA) is a statistical procedure 

that uses an orthogonal transformation to convert a set of obser- 

vations of possibly correlated variables into a set of values of lin- 

early uncorrelated variables. The PCA method transforms a set of 

high dimensional vectors into a lower dimension space. A feature 

extraction method is used to determine an appropriate subspace 

mapping in the original feature space. 

PCA features extraction is to characterize the maximum change 

direction of data sets using the ordered orthogonal basic vector 

set. Then, the original high-dimensional relativity vector can be 

mapped into a low-dimensional vector space by an eigenvector 

matrix. The new vector not only reflects the original information 

but also realize the irrelevance between new indicators [11] . 

The spikes are defined as [ X 1 , X 2 , . . . , X m 

] , and each spike 

consists of an n -dimensional vector that can be expressed as 

[ x i 1 , x i 2 , . . . , x in ] . Then, the whole data set of spikes can be ex- 

pressed as 

X = [ X 1 X 2 . . . . X m 

] 
T = 

⎡ 

⎢ ⎢ ⎣ 

x 11 , x 12 , . . . , x 1 n 
x 21 , x 22 , . . . , x 2 n 
. . . 

. . . 
. . . 

x m 1 , x m 2 , . . . , x mn 

⎤ 

⎥ ⎥ ⎦ 

(4) 

where m, n is number of spikes, the features number for each 

spike, respectively. The extracted PCA features Y p can be expressed 

with the whole dataset of spikes as: 

Y p = X G (5) 

where matrix G is the linear mapped matrix, which is composed of 

the eigenvectors with the maximum eigenvalues of the X ’ covari- 

ance matrix. The mapped vector of PCA is Y p = [ Y p1 , Y p2 , . . . , Y pn ] , 

where Y p 1 represents the indicator composed of the first linear 

combination of the original variables, that is Y p1 = a 11 X 1 + a 12 X 2 + 

· · · + a 1 m 

X m 

. The information quantity extracted from each main 

component can be indicated by the variance. Y p 1 is the first prin- 

cipal component, and the mapped vector Y p can be defined as: 

Y p = 

⎡ 

⎢ ⎢ ⎣ 

Y p1 

Y p2 

. . . 
Y pm 

⎤ 

⎥ ⎥ ⎦ 

= 

⎡ 

⎢ ⎢ ⎣ 

a 11 x 11 + a 12 x 12 + · · · + a 1 n x 1 n 
a 21 x 21 + a 22 x 22 + · · · + a 2 n x 2 n 
. . . 

. . . 
. . . 

a m 1 x m 1 + a m 2 x m 2 + · · · + a mn x mn 

⎤ 

⎥ ⎥ ⎦ 

(6) 

According to the analysis above, we can derive that Y pi and 

Y pj are uncorrelated, that is, Cov ( Y pi , Y pj ) = 0 . Y pi has the greatest 

variance among all the linear combinations of X 1 , X 2 . . . X m 

and is 

called the first principal component. Y p2 , Y p3 , . . . , Y pm 

are the 2th, 

3th, …, m th principal components, respectively [12] . 

The PCA features of the spikes are extracted, and a 32- 

dimensional PCA eigenvector is constructed by the first 32 dimen- 

sions of the main component. In the third step of the feature ex- 

traction, we obtain the eigenvalues of the sample data covariance 

matrix. In this paper, the first 32 eigenvalues represent more than 

96% of the sum of all eigenvalues. Thus, that PCA eigenvector can 

characterize more than 96% of the amplitude information of the 

spikes [13] . 

3. Feature fusion 

3.1. Multiple features 

The high-frequency coefficients of the wavelet decomposition 

indicate the sharp information of the spikes. For the feature extrac- 

tion with the PCA method, the amplitude of the spike is mapped 

into a new group of coordinates, resulting in an eigenvector that 

reflects the amplitude information. 
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