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Abstract—Having a multitude of unlabeled data and few labeled ones is a common problem in many practical 

applications. A successful methodology to tackle this problem is Self-Training semi-supervised classification. 

In this paper, we introduce a method to discover the structure of data space based on find of density peaks. 

Then, a framework for Self-Training semi-supervised classification, in which the structure of data space is 

integrated into the self-training iterative process to help train a better classifier, is proposed. A series of 

experiments on both artificial and real datasets are run to evaluate the performance of our proposed 

framework. Experimental results clearly demonstrate that our proposed framework has better performance 

than some previous works in general on both artificial and real datasets, especially when the distribution of 

data is non-spherical. Besides, we also find that the support vector machine is particularly suitable for our 

proposed framework to play the role of base classifier. 
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1. Introduction 

Supervised learning (classification) is an active research problem in data mining and machine learning. So far, it has 

been widely used in power system protection, biological medicine, face recognition, image processing, and object 

detection, etc [1-6]. Supervised learning relies on the samples with class labels to train a good classifier, through 

which class labels can be provided for new samples. However, due to extensive expert effort along with time 

consumption of data labeling, it is hard to obtain sufficient labeled data. On the contrary, unlabeled data are often 

abundant in the real world. Consequently, having a multitude of unlabeled data and few labeled ones occurs quite 

often in many practical applications. In this scenario, traditional supervised learning often fails to learn an 

appropriate classifier with labeled data only [7]. Nevertheless, semi-supervised classification (SSC) is a learning 

paradigm concerned with finding a way to improve supervised learning by using unlabeled data [8-10]. Hence, in 

this type of learning, it is not necessary to label all the collected data for training the classifier. 

Various approaches of SSC have been proposed and studied all over the world. They are usually classified 

depending on the different assumptions related to the link between the distribution of unlabeled and labeled data. 

General models are based on manifold and /or cluster assumption. If data correspond approximately to a manifold of 
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