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a b s t r a c t 

In this paper, a novel multilayer backpropagation (BP) neural network model is proposed based on conju- 

gate gradient (CG) method with generalized Armijo search. The presented algorithm requires low memory 

and performs fast convergent speed in practical applications. One reason is that the constructed conju- 

gate direction guarantees the sufficient descent behavior in minimizing the given objective function. The 

other stems from the fact that the generalized Armijo method can automatically determine a more suit- 

able learning rate in each training epoch. As a theoretical contribution, two deterministic convergent 

results, weak and strong convergence, have been detailedly proved under more relaxed assumptions. The 

weak convergence means that the norm of gradient of the objective function tends to zero. For the strong 

convergence, it represents that the sequence of weight vectors approaches a fixed point. To support the 

theoretical results, some illustrated simulations have been done on various benchmark datasets. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

The backpropagation neural networks (BPNNs) have been an 

attractive topic in many research fields, such as pattern recogni- 

tion, classification and computational intelligence [1–6] . As a su- 

pervised learning technique, the gradient descent method is ap- 

plied to many instances during training BPNNs [7] . In terms of 

gradient descent method, an adaptive optimal control method has 

been put forward for solving the Hamilton–Jacobi–Bellman equa- 

tion [8] . They rigorously prove the uniform boundedness of the 

closed-loop partial differential equations by using neural network 

approximator. For a model-free optimal control problem [9] , the 

gradient descent scheme has also been employed to develop an 

adaptive optimal controller. And the convergent results of above 

method are gained with offline and online fed models of data. 
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We notice that the updating direction based on gradient de- 

scent method depends on the negative gradient of the objective 

function [10] . For accelerating the convergence rates of the gra- 

dient descent method, there have been extensive studies [2,11] . 

However, this method shows oscillatory behavior even with these 

changes in the training process while meeting steep valleys, which 

leads to poor efficiency. The essential reason of the poor efficiency 

is that this method has only first-order convergence. 

For the purpose of accelerating the convergent rates, consider- 

able reports have discussed the CG method and Newton method 

for BP algorithm [12,13] . Compared with the gradient descent 

method, Newton method is more effective, however it needs to 

calculate the Hessian matrix and its inverse. As a compromise 

algorithm between these two methods, the CG method has the 

quadratic convergence, so it is very efficient, and it is still easy to 

compute without the second derivatives [14,15] . 

Due to its special advantage, the CG method has been an inter- 

esting research topic. A specific CG method is described in [16] to 

solve some linear systems whose coefficient matrices are posi- 

tive definite. For solving massive nonlinear optimization problems, 

the nonlinear CG method is first proposed in [17] . In terms of 

the diverse descent directions, there are three typical conjugate 

gradient methods which were proposed by Fletcher and Reeves 

(FR) [17] , Polak-Ribière-Polyak (PRP) [20] and Hestenes and Stiefel 

(HS) [16] . To improve the convergent performance, more modified 
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conjugate gradient methods have been presented through improv- 

ing the learning step-size and the conjugate directions in [18,19] . 

To deal with nonsmooth convex minimization problems, a modi- 

fied PRP conjugate gradient algorithm which combines with a non- 

monotonic line search technique is proposed in [21] . By slightly 

modifying the search direction of the nonmonotone HS method, 

a variant HS conjugate gradient method is proposed which effec- 

tively satisfies the sufficient descent condition independent of any 

line search technique [22] . 

For purpose of solving the blind source separation problem, a 

PRP conjugate gradient method based on cyclic mode has been de- 

scribed in [23] . Its learning rate is obtained by exact line search 

method. In [24] , three PRP updating methods are detailedly stud- 

ied, which include batch mode conjugate gradient method (BCG), 

cyclic conjugate gradient method (CCG) and almost cyclic conju- 

gate gradient method (ACCG). The learning rate of BCG is a positive 

constant in the training process. Unfortunately, the proposed algo- 

rithm with fixed learning rate is prone to leading to poor perfor- 

mance. As an improvement, the existing exact line search method 

contributes to obtain the optimal learning step for each iteration 

[25] . However, it is more time-consuming due to the strong de- 

pendence on many functions and its gradients. Especially when the 

iteration point is far away form the optimum point, this search 

method is not effective and reasonable. In order to make up for 

these defects, the inexact line search methods are presented, in- 

cluding Wolf search method [26] , Armijo search method [27] and 

their improvements. For unconstrained optimization problems, a 

new three terms CG method with generalized Armijo step size rule 

is proposed in [19] , and it provides a novel technique to prove the 

global convergence. To our best knowledge, the conjugate gradi- 

ent network models with generalized Armijo search method is lit- 

tle referred to. We attempt to research a generalized Armijo search 

method in this paper to obtain a suitable learning rate in each it- 

eration. As an inexact line search method, the generalized Armijo 

search method has many advantages. It not only can guarantee that 

the objective function has acceptable decrease, but also can make 

the eventual formed iterative sequence convergent. 

The convergence properties attract wide attention in feedfor- 

ward neural networks, which provides an significant guarantee for 

the actual applications. The existing convergent theories of BP al- 

gorithm proposed in many papers mostly consider the gradient 

descent method [28–32] . The convergent property of a fractional- 

order gradient descent method for BP neural networks with Ca- 

puto derivative is discussed in [33] and a learning method for 

sparse feedforward neural networks with group lasso regulariza- 

tion is researched in [34] , respectively. However, the convergence 

properties of CG method need to be researched urgently. In [24] , 

the weak and strong convergent theories of BCG, CCG and ACCG 

have been proven, respectively. In previous papers, most tech- 

niques were similar when we proved the convergence results for 

BPNNs. 

Inspired by Sun and Liu [19] , we propose a novel conjugate 

gradient method with generalized Armijo search to train a com- 

mon three-layer BPNNs in this paper. For the presented algorithm, 

we also focus on its convergent behaviors, that is, the gradient of 

the error function tends to zero which results in the weak con- 

vergent behavior, and the sequence with respect to weights tends 

to a fixed point for strong convergence. Compared with the exist- 

ing literature, the theoretical results are reached under more re- 

laxed assumptions by employing a special technique. Specifically, 

the contributions are shown as follows: 

A) In terms of a generalized Armijo search method, a novel con- 

jugate gradient training algorithm for BP networks (BPCGGA) 

is proposed in this paper. The presented simulations observe 

the fast and effective performance. To speed up the training 

procedure, the optimal learning rate of BPCGGA is obtained by 

employing a generalized Armijo step size rule. A specific conju- 

gate direction coefficient is constructed to guarantee the suffi- 

ciently decreasing property of the given error function. Accord- 

ing to this descent direction, the monotonicity of the proposed 

algorithm is detailedly proved in the following section. 

B) Compared with the existing literature, two deterministic con- 

vergent behaviors of BPCGGA, weak and strong convergence, 

are reached under some more relaxed assumptions. The restric- 

tive assumptions (cf. [24,35] ) which are employed to result in 

the convergence are weakened in this paper. For the activa- 

tion functions, their first derivatives satisfying the local Lips- 

chitz continuous condition are the necessary prerequisite to the 

convergence results in [24,35] . However, in this paper, these as- 

sumptions are greatly relaxed, that is, the derivatives of acti- 

vation functions are confined to be uniformly continuous. By 

virtue of reduction to absurdity, the bounded assumption of 

weight sequence which is requisite in [24,35] is discarded dur- 

ing the proof of weak convergence. 

The other sections of the paper are following: In Section 2 , we 

describe the updating methods based on BPG, BPCG and BPCGGA. 

In Section 3 , some theoretical results are proposed. Two supporting 

numerical experiments are shown in Section 4 . Section 5 gives the 

proofs of the convergence results detailedly. Section 6 summarizes 

the paper. 

2. Algorithms 

We construct a common three-layer BP neural network model 

with p input, n hidden and one output neurons, respectively. The 

training sample set is given as 
{

x j , O 

j 
}J 

j=1 
⊂ R 

p × R , where x j 

and O 

j are the input and ideal output of the j th sample. De- 

note the connecting weights between the input and hidden lay- 

ers as V = 

(
v i, j 

)
n ×p 

, and v i = (v i 1 , v i 2 , . . . , v ip ) T for i = 1 , 2 , . . . , n . 

We write the vector u = (u 1 , u 2 , . . . , u n ) 
T ∈ R 

n to be the weights 

which connects the hidden and output layers. For simplicity, all of 

the weights among the input, hidden and output layers are com- 

bined as a total vector w = 

(
u 

T , v T 1 , . . . , v 
T 
n 

)T ∈ R 

n (p+1) . Two contin- 

uous differential functions, g and f : R → R , are set to be the corre- 

sponding activations of the hidden and output layers, respectively. 

For convenience, a vector-valued function is introduced as follows 

G ( z ) = ( g ( z 1 ) , g ( z 2 ) , . . . , g ( z n ) ) 
T 
, ∀ z ∈ R 

n . (1) 

The forward procedure during BP training can be depicted with the 

following process. Given any specified input x ∈ R 

p , the responses 

of the hidden layer are activated with G ( Vx ). Then the final output 

can be expressed by 

y = f ( u · G ( Vx ) ) . (2) 

Given a specific weight vector w , the objective function of the net- 

work model can be obtained by 

E(w ) = 

1 

2 

J ∑ 

j=1 

(O 

j − f (u · G (Vx 

j ))) 2 

= 

J ∑ 

j=1 

f j (u · G (Vx 

j )) , (3) 

where f j (t) = 

1 
2 (O 

j − f (t)) 2 , j = 1 , 2 , . . . , J, t ∈ R . We note that 

the gradient-based algorithms are very popular in training BP 
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