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Abstract

In traditional multiple-instance learning (MIL), the Euclidean distance is
used to measure the distance of data. Different from traditional MIL, multi-
instance distance metric learning (MIDM) is proposed by learning an ap-
propriate distance metric for multi-instance data, which has been demon-
strated to improve the MIL performance. However, most of the existing work
considers MIDM as a single-task learning problem, and focuses on single-
task MIMD. The multi-task MIMD has not been explicitly addressed. In
real-world MIDM applications, the amount of labeled training data may be
scarce. If we train a MIDM classifier by using only a scarce amount of labeled
data, the performance of the learnt MIDM classifier may be limited. Instead
of learning each task independently, learning these related tasks simultane-
ously can explicitly improve the classification performance. In this paper, we
propose a novel multi-task-based classification framework for MIDM (MT-
MIDM), which is capable of constructing a more accurate classifier on each
MIDM task by learning multiple tasks simultaneously and incorporating the
classification information shared among the tasks into boosting the classi-
fication accuracy. Extensive experiments have showed that the proposed
MT-MIDM method outperforms the single-task MIDM methods.
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