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Abstract

This paper discusses the distributed optimization problem for the continuous-
time and discrete-time multi-agent systems. For such a problem, each agent
possesses a local convex cost function only known by itself and all the agents
converge to the optimizer of the sum of the local cost function through es-
timating the optimal states of the local cost function and exchanging states
information between agents. Sufficient conditions for convergence to the op-
timizer of the continuous-time and discrete-time algorithms are provided by
making use of the Lyapunov method. We also obtain the least convergence
rate for the modified algorithm. Moreover, numerical simulations are sup-
plied to testify the results we present.
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1. Introduction

Distributed coordination problem for multi-agent systems has drew much
attention because of its wide application in consensus [1, 2, 3], tracking
[4, 5, 6], containment [7, 8, 9], formation control [10, 11] and neural net-
work [12, 13]. Optimization problem is also a hot spot which researchers
have concentrated on for a long time. It is natural to combine the above
two problems and the distributed optimization problem is proposed. It is
generally formulated as follows. Each agent possesses a local cost function
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