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Abstract

Semi-supervised learning has received extensive attention in computer vision and ma-

chine learning community due to its applications in object detection and image classi-

fication. However, most existing multi-label semi-supervised learning methods artifi-

cially construct the category graph. This reduces the flexibility of algorithms. More-

over, it is difficult to select appropriate parameters due to the complex distribution of

data in real applications especially when there are few labeled samples. To handle this

problem, in this paper, we propose a novel nuclear-norm based semi-supervised learn-

ing framework for multi-label classification. To be specific, we employ nuclear-norm

regularization for class-level smoothness to adaptively construct category graph in the

criterion function. Thus, it effectively improves the classification performance. In ad-

dition, a non-greedy iterative algorithm is introduced to solve the criterion function,

which has good convergence. Furthermore, based on the proposed framework, two

novel nuclear-norm based algorithms are developed. Extensive experiments on three

real-world datasets illustrate that our proposed method achieves better performance

than some state-of-the-art multi-label learning algorithms.
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