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a b s t r a c t 

We propose a novel integration method of binary classifiers for multi-class classification. The proposed 

method is characterized as a minimization problem of a weighted mixture of Bregman divergence, and 

employs binary classifiers as class-dependent feature vector. We discuss the statistical properties of the 

proposed method and the relationship between the proposed method and existing multi-class classifica- 

tion methods, and reveal that many of the existing methods can be formulated as special cases of the 

proposed method. Small experiments show that the proposed method can effectively incorporate infor- 

mation of multiple binary classifiers into the multi-class classifier. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Supervised classification constitutes one of the most major 

topics in machine learning area, and especially the multi-class 

classification problem with G ( ≥ 3) classes is an important issue. 

While methods for the binary classification problem are well es- 

tablished, multi-class classification remains challenging, and meth- 

ods to achieve it are still being developed. One major approach to 

multi-class classification directly constructs discriminant functions 

for multiple classes, for example, by estimating the conditional 

probability density for each class. So far, several multi-class exten- 

sions of SVM [5] and AdaBoost (AdaBoost-M2 and so on) [7] have 

been proposed. A recent remarkable development within this ap- 

proach is the Deep learning-based method [15] . Another approach 

is decoding from an ensemble of classifiers in which the original 

multi-class classification is decomposed into multiple (typically 

binary) classification problems so that the multi-class discriminant 

function is constructed such to integrate the results of the con- 

stituentbinary classifiers. This approach is computationally feasible 

and a lot of studies like Hamming decoding [6] , error correct- 

ing output coding (ECOC) decoder [26] , loss-based decoding [1] , 

multi-class SVM [31] and Bradley–Terry (BT) model-based decoders 
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[12,27,33] have been proposed as instances of this approach. An 

important issue of that approach is how to decompose the original 

multi-class classification problem into an easy-to-solve form ef- 

fectively, which is often terms as an encoding issue. For example, 

[29] considered a hierarchical structure associated with the decom- 

position and [17,18,32] incorporated information that is shared by 

binary classifiers into the resultant multi-class classifier, by means 

of simultaneously optimizing meta cost functions for integrating 

and training the binary classifiers. While theoretical analysis of 

the first approach can be straightforward [34] , the cost function 

becomes usually complicated and is hard to optimize in the sense 

of computational cost especially when the number of classes, G, 

is very large. On the other hand, the second approach is easy to 

implement because fast and sophisticated package programs can 

be available as constituent binary classifiers, and its computational 

cost is just proportional to the number of binary classifiers. In this 

study, we develop a multi-class classification method belonging 

to the second category, that is, a novel integration method of 

constituent binary classifiers, which is characterized as the mini- 

mization of weighted sum of Bregman divergence. 1 The proposed 

method can encompass a lot of existing methods based on the en- 

1 A short version of this article was presented as a conference paper [28] . While 

the integration method presented in the previous version used the Kullback–Leibler 

(KL) divergence, this paper extends the framework to include the general Bregman 

divergence and presents theoretical discussions and new experiments. 
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semble approach as special cases, and can be interpreted as using 

class-dependent feature vector constructed from binary classifiers. 

In Section 2 , technical preliminaries are reviewed and the most 

important notion, mixture models, is introduced. Section 3 de- 

scribes the novel integration method based on a mixture model 

employing the Bregman divergence. In Section 4 , we show that 

the proposed method includes many of the existing multi-class 

classification methods as special cases. The statistical properties of 

the proposed method are discussed in Section 5 . Section 6 exam- 

ines the performance of the proposed method through three kinds 

of experiments. Section 7 concludes this study. 

2. Settings and problem 

Let x be an input and y ∈ Y = { 1 , . . . , G } be its class label. 

The main purpose of multi-class classification ( G ≥ 3), x �→ y , 

is to construct a discriminant function ˆ y ( x ) based on a given 

dataset of N pairs of input and its class label, D = { x i , y i } N i =1 
. Let 

us decompose the original G -class classification problem, x �→ y , 

into J binary classification problems. Let W ∈ { +1 , 0 , −1 } J×G be 

a code word matrix, which is assumed to be given a priori , and 

z (y ) = (z 1 (y ) , . . . , z J (y )) T ∈ { +1 , 0 , −1 } J be the y th column of W , 

where T denotes a transpose. we assume that the vector z ( y ) equiv- 

alently represents the multi-class label y and is called the ‘code 

word’ of y . One of the simplest code word matrix for G = 3 is: 

W = 

( +1 −1 0 

+1 0 −1 

0 +1 −1 

) 

, (1) 

which is sometimes called ‘one-versus-one’ coding [23] . Each row 

of W defines a binary classification problem so that classes having 

code +1 are discriminated from classes having code −1 . Classes 

having code 0 are not utilized for training the binary classifier. Let 

f j ( x ) ∈ R be a discriminant function constructed by a specific binary 

classification algorithm such as AdaBoost and Support vector 

machine (SVM) for the j th binary classification problem, f ( x ) be a 

vector of f j ( x ), ˜ z j ( x ) = sgn ( f j ( x )) ∈ { +1 , −1 } be the sign of the dis- 

criminant function for the j th binary classification problem ( f j ( x )), 

and ˜ z ( x ) be a vector of ˜ z j ( x ) . In this study, we assume that the 

code word matrix W , the vector f ( x ) of the discriminant function 

or its sign ˜ z ( x ) are given, and we will focus on constructing a 

multi-class classifier ˆ y ( x ) for a new input x by integrating f j ( x ) or 

˜ z j ( x ) ( j = 1 , . . . , J). 

3. Related works 

In this section, we describe two related works, Bregman di- 

vergence and a generalized mixture of positive measures with the 

Bregman divergence. The Bregman divergence represents the dis- 

crepancy between positive measures and the generalized mixture 

of positive measures is defined by a minimization problem of the 

Bregman divergence. We utilize the generalized mixture model for 

integration of binary classifiers. 

3.1. Bregman divergence 

We first assume the space of all positive finite measures on Y

M = 

{
m (y ) 

∣∣∣ ∑ 

y ∈Y 
m (y ) < ∞ 

}
, (2) 

and its subspace consisting of all probability measures on Y

P = 

{
m (y ) 

∣∣∣ ∑ 

y ∈Y 
m (y ) = 1 

}
. (3) 

The statistical version of the Bregman divergence between two 

conditional measures μ( y | x ) and ν( y | x ) on M [21] is defined as 

D U (μ, ν) = 

∫ 
p( x ) 

∑ 

y ∈Y 

{
U(ξ (ν(y | x ))) − U(ξ (μ(y | x ))) 

−μ(y | x )(ξ (ν(y | x )) − ξ (μ(y | x ))) 
}

d x , (4) 

where p ( x ) is the marginal distribution of x and U ( ζ ) is a 

strictly convex and monotonically increasing function on R , and 

u (ζ ) = U 

′ (ζ ) is its derivative. The function ξ (ζ ) = u −1 (ζ ) is the 

inverse function of u ( ζ ). The Bregman divergence is a pseudo- 

distance for measuring the discrepancy between two conditional 

measures, and is 0 if and only if the two conditional measures 

are equivalent, μ = ν . Note that the Bregman divergence is not 

in general symmetric with respect to μ and ν , therefore, it is not 

a proper distance. One possible advantage of formulation (4) is 

that we can directly plug-in the empirical distribution into μ. The 

following are examples of the function U . 

1. Exponential type: U(z) = exp (z) , u (z) = exp (z) , ξ (z) = log z. 

The Bregman divergence with the exponential function is 

equivalent to the Kullback–Leibler (KL) divergence, 

KL (μ, ν) = 

∫ 
p( x ) 

∑ 

y ∈Y 
μ(y | x ) log 

μ(y | x ) 
ν(y | x ) 

−μ(y | x ) + ν(y | x ) d x . (5) 

2. β-divergence: U(z, β) = 

1 
β+1 

(1 + βz) 
β+1 
β , u (z, β) = (1 + βz) 

1 
β , 

ξ (z, β) = 

z β−1 
β

. 

The Bregman divergence with the U ( z, β) above is called the 

β-divergence, 

D β (μ, ν) = 

∫ 
p( x ) 

∑ 

y ∈Y 

{
ν(y | x ) β+1 − μ(y | x ) β+1 

β + 1 

−μ(y | x ) ν(y | x ) β − μ(y | x ) β
β

}
d x . (6) 

Note that the β-divergence reduces to the KL divergence when 

β → 0. The β-divergence is frequently used for robust inference 

[4,19] , and is closely related to the Tsallis entropy [30] . 

3. η-divergence: U(z, η) = (1 + η) exp (z) − ηz, u (z, η) = (1 + η) 

exp (z) − η, ξ (z, η) = log z+ η
1+ η . 

The Bregman divergence with the U ( z, η) defined above is 

called the η-divergence, 

D η(μ, ν) = 

∫ 
p( x ) 

∑ 

y ∈Y 

{
(μ(y | x ) + η) log 

μ(y | x ) + η

ν(y | x ) + η

−μ(y | x ) + ν(y | x ) 
}

d x . (7) 

The η-divergence has also been used to robustify classification 

algorithms and is useful for probabilistic modeling of mislabel- 

ing [24,25] . 

3.2. Mixture of positive measures by the Bregman divergence 

In the following two subsections, we review the mixture 

models of positive measures which are defined in terms of the 

Bregman divergence. Suppose that we have positive measure func- 

tions q j (y ) ∈ M ( j = 1 , . . . , J) and their weights w j ( 
∑ J 

j=1 
w j = 1 , 

w j ≥ 0). Based on the Bregman divergence, we can define ‘mixture 

models’ for the given positive measure functions [10,20] , that are 

useful in our multi-class classification context. 
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