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a b s t r a c t 

Knowledge discovered-based radial basis function neural networks (RBFNs) model can describe an ap- 

propriate behaviors of identified image patterns through the multiple and hybrid learning schemes. The 

image data extraction learning algorithm (IDELA) with dynamic recognitions to automatically match the 

appropriate feature with a suitable number of radial basis function (RBFs). This first step approaches their 

associated centers positions to extract initial prototypes. The approximated image model as a describer 

is automatically generated by the RBFPSO learning scheme, which is contained hybrid bacterial forag- 

ing particle swarm optimization (BFPSO) algorithm and recursive least-squares (RLS) iterations to deeply 

approach the image feature. Due to the limitations and possible local learning trap, K-means, differential 

evolution (DE) and particle swarm optimization (PSO) learning algorithms cannot obtain the most smaller 

Root-Mean-Square Error (RMSE) to achieve an appropriate image segmentation in all experiment cases. 

The constructed RBFNs image model is generated by the support of multiple image self-extraction fea- 

ture machine (MISEFM), which combined IDELA and RBFPSO algorithms to develop the universal RBFNs 

image describers. Simulations compared with other K-means, PSO and DE learning methods, show the 

average great performance in several real image segmentation applications. The peak signal-to-noise ra- 

tio (PSNR) index is selected to evaluate the quality of the reconstructed images. Simulations show that 

the evolutional hybrid and multi-level RBFNs image model-based system is determined to simultaneously 

achieve both high performance indexes on accuracy (RMSE) and a high image quality description (PSNR) 

for matching the desired characters and behaviors of image patterns within a fewer RBFs functions. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Image segmentation has been an image pre-processing and 

computer vision tools in many image understanding and describ- 

ing applications. This way separates the processing image patterns 

to distinctly shape or contrast the interesting areas by the ad- 

dressed differential characters of training image. The popular con- 

tour model within the accepted minimal error measure to ex- 

tract the desired object boundary with local region robust statistics 

(LRS) and correntropy-based K-means (CK) method [1] . The most 

excellent of contour terms are derived over the model-based image 

processing from the training patterns into the smooth and closure 

image feature. The purpose to recovery the sensitivity by response 

to the effect of curve’s topological or initial state changes, the par- 

tial differential equation is applied to split or merge the contour of 
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image object while the variant object was been caught. The level 

set methodology flexibly combines the suitable collocation of ra- 

dial basis functions to automatically detect the boundaries of ob- 

ject for achieving the desired image segmentation applications [2] . 

In this paper, the fine and flexible radial basis function (RBFs) is re- 

quired to be selected and considered as the curve-fitting machine 

to match the high level accuracy and keep the robustness of image 

patters to improve the availability while the image training pattern 

is different. 

Neural networks (NNs) systems contain adaptive, and non- 

linear fitting characteristics to perfectly built the parallel com- 

putation ability by mean of learning technologies. NNs simulates 

human knowledge based image segmentation system, which acts 

an important role to perform several applications, such as system 

modeling, image understanding, data analysis, pattern recognitions 

and data retrieved system. NNs with great human-based learn- 

ing stratagems have been widely used for generating some highly 

nonlinear and complex systems without any prior knowledge 
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[3–5] . In reality, fuzzy and NNs type modeling systems are the 

particularly well suited platforms to describe the behavior of the 

training patterns, especially in the field of the image pattern 

recognized problems with Gaussian Mixture Model [6] . Basically, 

resolutions for the nonlinear features in the patterns similarity 

measure and complicated surface fitting problems are offered to 

generate the perfect framework in gathered image training data. 

Then, it can detect their significant future and primary meaning 

based on the previous and current observations. However, the diffi- 

culty for NNs model is to efficiently select optimal parameters and 

connection weights. Therefore, how to capture appropriate param- 

eters from the possible BFNs candidate by the hybrid and deep it- 

erations learning scheme to exactly approximate the desired image 

patterns in the content identification procedure, is the primary ob- 

jective of this article. 

A RBFNs model system with the simple type of feed-forward 

neural network structure is considered as an a universal approxi- 

mator. The powerful curve-fitting ability of RBFNs model in higher- 

dimensional search space is depended on the achievements of the 

great architecture and appropriate parameters. Especially, different 

scenarios capabilities are strongly focused on the determination 

of the centers [7] . Correspondingly, the adapt and flexible learn- 

ing approach is equivalent to the small and individual identified 

function of a multidimensional surface to interpolate the training 

behaviors of image segmentation and Compression system [8–10] . 

Due to RBFNs’ approximated ability as a simplified fuzzy inference 

engine, its training rate is faster than that of a multilayer percep- 

tions [11] . RBFNs have been successfully applied in many practical 

applications, such as functional approximations, time serious pre- 

diction [12] , pattern classification and identification [13,14] , non- 

linear control and uncertainties tracking problems [15–17] . One of 

the most important issues in fuzzy and NNs type model gener- 

ations is to be simply derived the pure number of curve-fitted 

functions. The trial-and-error way to track the nonlinear and com- 

plex functions by people reached a time-consuming problem. The 

other important factor in NNs architecture generation is to find 

the perfect parameters combination of the radial basis functions 

(i.e. the centers, spreads, and connection weights). In characteri- 

zation identified stage of RBFNs system, an appropriate learning 

mechanism, which exactly reconstructs the functions-based com- 

putation system to handle the wide range modeling or control 

problems [18,19] . In the image segmentation and classification ap- 

plications, RBFNs can automatically approach the river macroin- 

vertebrate classification and retrieval the focused objects in high 

precision [20,21] . The derived model learning mechanism, espe- 

cially based on the region-based acquisition learning way, have 

been taken into account to perfectly extract features from the in- 

put/output training patterns. The centers should be achieved to- 

ward the most similarity between training data, and the recon- 

structed image can reasonably represent the primary kernel of the 

described object feature. 

The fuzzy c-means (FCMs) [22,23] clustering algorithm is one 

of the most popular technique to separate the given training data 

set into several groups. The simple K-means algorithm contains 

an unsupervised classification ability based on the fixed distance 

measuring technique. However, both traditional K-means and 

FCMs algorithms remain one crucial problem to choice the suit- 

able number of clustering centers. It needs to be predetermined in 

advance by the manual way or based on the human’s estimations. 

Researchers offered some primary key to improve the performance 

of traditional K-means [24] and FCMs algorithm to reach the 

obvious contour of specific feature [25] , obtain more accuracy 

and achieve acceptable segmentation results. The robust fuzzy 

radial basis function network (RFRBFN) technique combined the 

concept of FCMs and RBFNs to make the perfect image fusions 

and obtain the smoothing surface on the spatial information plant. 

Experiments in real ultrasound images present the better iden- 

tification results to support as the secondary observer by the 

regulation of adjustable image patterns [26] . In this paper, the 

developed image self-extraction feature algorithm with the 

adaptability learning machine to automatically recognize the 

architecture of RBFNs model-based image system. This system 

efficiently describes the character of various image dataset in 

some understanding applications. 

Due to their universal approximation ability, the RBFNs mod- 

eling system has been applied to approximate several nonlinear 

functions and solve complex problems. The first step of model gen- 

eration is identified the reasonable architecture of RBFNs model- 

based image system from the collected training patterns. Recog- 

nized correct rate is primary performed the learning performance 

of the applied algorithm. In the typical traditional approach, the 

general gradient descent learning algorithms with local learning 

concept is hard to fit the underlying shapes of images by aligning 

the local structures to get global parameterizations [27] . 

In this article, the novel IDELA with the flexible functional-type 

measure is proposed to fit the proper feature from image training 

data, and then we assign the selected information as initial cen- 

ters of the RBFs to configure the RBFNs system architecture. In this 

study, the matching number of patterns is equal to the number of 

the RBFs; each individual location of RBFs will be sequentially rep- 

resents to form the initial prototype of the RBFNs system [28,29] . 

In order to avoid trial-and-error methods and improve local res- 

olutions, an efficient particle swarm optimization (PSO) learning 

algorithm can be achieved to solve the real image processing ap- 

plications. Differential evolution (DE) used the adapt control pa- 

rameters to achieve the better RBFNs classifier in unknown sam- 

ples [30] . In image segmentation study, multi-level learning steps 

are performed to recover the better investigating image content 

[31,32] . Technologies in MR brain image segmentations observed 

that the hybrid evolution algorithm (GA-BFO-FCMs) is embedded 

with three learning techniques. Simulations compared with FCM 

and other similar methods significantly improve the performance 

inputs [33] . 

Bacterial foraging optimization (BFO) was first described in 

2002 [34] , it contains the probabilistic training concepts by sim- 

ulating the natural behavior of the Escherichia coli. The BFO is in- 

spired pattern exhibited with the powerful foraging strategies to 

successfully acquired the appropriate combinations of system pa- 

rameters. BFO actually contains chemo taxis, swarming, tumbling, 

reproduction, elimination and dispersal actions to find the required 

parameter setup. BFO forced for achieving the great solution by its 

simplification and well optimization. Due to the complexity of the 

optimal multilevel or thresholding problems for histogram-based 

image segmentation applications. The modified bacterial foraging 

algorithm improves limit of local optimization problem for stan- 

dard BFO, PSO and GA algorithm to achieve the better resolu- 

tions in image segmentation applications [35] . The novel hybrid 

BF-QPSO algorithm is the better choice for optimization of simi- 

larity measure in intensity based non-rigid image registration ap- 

plications [36] . The BFPSO algorithm integrates the benefits of the 

BFO’s adapt search ability and the PSO’s fast convergence learning 

machine to recovery the possible local optimal drawbacks. The BF- 

PSO learning scheme is delivered in here to solve the ill-defined, 

nonlinear and complicated high dimensional optimization prob- 

lems [9,34] . 

Even if the drawback of manually choice in advance is over- 

come, the evaluation types are also seriously taken into account to 

reach the desired image prototype. Therefore, the choice of suitable 

measuring way is considered as an important factor to evaluate the 

similarity between training dataset and their associated domain 

space. In spite of the support of the traditional Euclidean norm 

metric, the flexible type Gaussian function is taken to calculate the 
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