
An analysis of global robust stability of delayed dynamical
neural networks

Eylem Yücel
Istanbul University, Department of Computer Engineering, 34320 Avcilar, Istanbul, Turkey

a r t i c l e i n f o

Article history:
Received 17 February 2015
Received in revised form
6 March 2015
Accepted 10 March 2015
Communicated by N. Ozcan

Keywords:
Neural networks
Delayed systems
Lyapunov Functionals
Stability analysis

a b s t r a c t

This paper studies the problem of establishing robust asymptotic stability of neural networks with
multiple time delays and in the presence of the parameter uncertainties of the network. A new sufficient
condition ensuring robust asymptotic stability is presented by manipulating the properties of some
certain classes of real matrices and employing Homomorphic mapping and Lyapunov stability theorems.
A numerical example is given to show that the condition obtained can outperform alternative ones in
terms of conservatism and computational complexity.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Dynamical neural networks have received remarkable consid-
eration due to their important applications in various areas such as
control engineering and optimization, signal processing, parallel
computation, associative memories, and pattern recognition. In
these applications, it is of crucial importance to know the
dynamical behaviors of the designed neural networks. Therefore,
stability analysis of neural networks has been an important topic
in the past few decades. When studying the stability properties of
neural networks, we should consider some key parameters that
affect the dynamics of neural network systems. It is known that, in
electronic implementation of neural networks, time delays are
unavoidable due to the finite switching speed of neuron ampli-
fiers, and the finite speed of signal propagation. Such time delays
may change the dynamics of neural networks from stability to
instability. On the other hand, in modelling of electronic neural
networks, the numerical values of the network parameters may
exhibit some unavoidable deviations due to the existence of
modelling errors, external disturbance, and parameter fluctua-
tions. These uncertainties in the network parameters may lead to
some complex dynamical phenomena in neural networks. There-
fore, it is indispensable to carry out the stability analysis of neural
networks in the presence of time delays and parameter uncertain-
ties. Such an analysis requires an investigation into the robust
stability of neural networks.

Recently, many researchers have studied robust stability pro-
blem of neural networks and presented various sufficient criteria
establishing existence, uniqueness and robust stability of equili-
brium point for the class of delayed neural networks. Some
previous literature results have focused on robust stability of
neural networks of discrete, distributed or constant time delays.
In the case of such time delays, it is useful to employ the linear
matrix inequalities (LMIs) approach to derive the stability condi-
tions [1–26]. However, when a neural network has multiple time
delays, the linear matrix inequalities (LMIs) approach is not an
appropriate tool for the analysis of stability. In the previous
literature results on the stability of neural networks with multiple
time delays basically rely on the M-matrix condition of intercon-
nection matrices or establish some relationships between the
network parameters [1–26].

In this paper, we study the robust stability of neural networks
with multiple time delays. By manipulating the properties of some
certain classes of real matrices, and constructing a novel Lyapunov
functional together with using Homomorphic mapping theorem, a
new robust stability criterion is derived for the addressed neural
network model. This condition establishes a new relationship
between the network parameters of the neural system and proved
to be an alternative result to the previously published correspond-
ing robust stability results. A numerical example will also be given
to show the significance of the proposed criterion.

The rest of this paper is organized as follows: in Section 2, some
preliminaries are given. Section 3 presents the condition for the
existence, uniqueness, and global robust stability of the equilibrium
point for system (1). In Section 4, a comparative numerical example is
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given to illustrate the effectiveness of the proposed result and a
comparison is made between our result and the previous literature
results. The concluding remarks are given in Section 5.

2. Preliminaries

In this section, we will first give some notations: throughout
this paper, the superscript T represents the transpose. I will denote
the unity matrix of appropriate dimension. For x¼ x1; x2;…; xnð ÞT ,
jxj will denote jxj ¼ jx1 j ; jx2 j ;…; j xn jð ÞT . For A¼ aij

� �
n�n, jAj will

denote jAj ¼ jaij j
� �

n�n, and λmðAÞ and λMðAÞ will denote the
minimum and maximum eigenvalues of A, respectively. A40 will
imply that A is a symmetric matrix and positive definite. For
x¼ x1; x2;…; xnð ÞT and A¼ aij

� �
n�n, the following vector and matrix

norms will be used in the proofs of the main result of this paper:

JxJ1 ¼
Xn
i ¼ 1

jxi j ; JxJ2 ¼
Xn
i ¼ 1

jxi j 2
( )1=2

; JxJ1 ¼ max
1r irn

jxi j

JAJ1 ¼ max
1r irn

Xn
j ¼ 1

jaji j ; JAJ2 ¼ λmaxðATAÞ
h i1=2

;

JAJ1 ¼ max
1r irn

Xn
j ¼ 1

jaij j

We can now proceed further to describe the neural system we
consider. Dynamical behavior of neural networks with multiple time
delays is governed by the following set of differential equations:

dxiðtÞ
dt

¼ �cixiðtÞþ
Xn
j ¼ 1

aijf jðxjðtÞÞþ
Xn
j ¼ 1

bijf jðxjðt�τijÞÞþui; i¼ 1;2;…;n

ð1Þ
where n is the number of neurons, xiðtÞ denotes the state of the
neuron i at time t, f ið�Þ denote activation functions, aij and bij denote
the strengths of connectivity between neurons j and i at time t and
t�τij, respectively; τij represents the time delay required in transmit-
ting a signal from the neuron j to the neuron i, ui is the constant input
to the neuron i, ci is the charging rate for the neuron i.

A key issue in the stability analysis is the class of the activation
functions employed in the design of neural networks as the
nonlinear characteristics of activation functions has an important
impact on determining stability conditions. In our stability analy-
sis, we will consider the Lipschitz continuous nonlinear activation
functions fi defined by the following property:

j f iðxÞ� f iðyÞjrℓi jx�yj ; i¼ 1;2;…;n; 8x; yAR; xay

where ℓi40 are positive Lipschitz constants. This class of func-
tions will be denoted by f AL.

Another important factor that affects stability properties is the
uncertainties of network parameters of the neural system. It is usually
assumed that the deviations in the network parameters are within the
certain intervals. In other words, the matrices A¼ aij

� �
n�n, B¼ bij

� �
n�n

and C ¼ diagðci40Þ of system (1) are assumed to be norm-bounded
within the following ranges:

CI ¼ ½C ;C � ¼ fC ¼ diagðciÞ : 0ocircirci; i¼ 1;2;…;ng
AI ¼ ½A;A� ¼ fA¼ aij

� �
n�n : aijraijraij; i; j¼ 1;2;…;ng

BI ¼ ½B;B� ¼ fB¼ aij
� �

n�n : bijrbijrbij; i; j¼ 1;2;…;ng ð2Þ

We will exploit the result of the following lemma in the derivation of
the robust stability criterion for neural system (1):

Lemma 1 (Ozcan and Arik [1]). Let A be any real matrix defined by

AAAI ¼ ½A;A� ¼ fA¼ aij
� �

n�n : aijraijraij; i; j¼ 1;2;…;ng

Then, for any two real vectors x¼ x1; x2;…; xnð ÞT and y¼ y1; y2;
�

…; ynÞT , the following inequality holds:

2xTAyrγ
Xn
i ¼ 1

x2i þ
1
γ

Xn
i ¼ 1

εiy2i

where γ is any positive constant, and

εi ¼
Xn
k ¼ 1

âki

Xn
j ¼ 1

âkj

0
@

1
A; i¼ 1;2;…;n

with âij ¼maxfjaij j ; jaij j g; i; j¼ 1;2;…;n.

The results of the following lemmas will also be important in
the context of this paper when comparing our results with the
previously published corresponding literature results:

Lemma 2 (Faydasicok and Arik [2]). Let the matrix A be intervalized as

AAAI ¼ ½A;A� ¼ fA¼ aij
� �

n�n : aijraijraij; i; j¼ 1;2;…;ng

Let An ¼ 1
2ðAþAÞ and An ¼ 1

2ðA�AÞ. Then

JAJ2rσ1ðAÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J jAnTAn j þ2jAnT jAnþAT

n
An J2

q

Lemma 3 (Chen et al. [3]). Let the matrix A be intervalized as

AAAI ¼ ½A;A� ¼ fA¼ aij
� �

n�n : aijraijraij; i; j¼ 1;2;…;ng

Let An ¼ 1
2ðAþAÞ and An ¼ 1

2ðA�AÞ. Then
JAJ2rσ2ðAÞ ¼ JAn J2þ JAn J2

Lemma 4 (Ensari and Arik [4]). Let the matrix A be intervalized as

AAAI ¼ ½A;A� ¼ fA¼ aij
� �

n�n : aijraijraij; i; j¼ 1;2;…;ng

Let An ¼ 1
2ðAþAÞ and An ¼ 1

2ðA�AÞ. Then

JAJ2rσ3ðAÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JAn J22þ JAn J22þ2JAT

n
jAn j J2

q

Lemma 5 (Singh [5]). Let the matrix A be intervalized as

AAAI ¼ ½A;A� ¼ fA¼ aij
� �

n�n : aijraijraij; i; j¼ 1;2;…;ng

Let Â ¼ âij
� �

n�n with âij ¼maxfjaij j ; jaij j g. Then
JAJ2rσ4ðAÞ ¼ J Â J2

The result of the following lemma will be employed in the
proof of the existence and uniqueness of the equilibrium point of
neural network model (1):

Lemma 6 (Ensari and Arik [4]). Consider the map HðxÞAC0. If HðxÞ
satisfies the conditions

(i) HðxÞaHðyÞ for all xay,
(ii) JHðxÞJ-1 as JxJ-1,

then, HðxÞ is homeomorphism of Rn.

3. Robust stability analysis of equilibrium point

In this section, we will derive a new criterion establishing the
global robust asymptotic stability of the equilibrium point of
neural network defined by (1) under the parameter uncertainties
given in (2).

Theorem 1. Let the network parameters of the neural network
model (1) satisfy (2) and f AL. Then, the neural system (1) is globally
asymptotically robust stable, if there exist positive constants α, β and
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