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Abstract

In this paper, we present a new optical character recognition (OCR) approach which allows real-time, automatic
extraction and recognition of digits in images and videos. Our method relies on active contours in order to robustly
extract optical characters from real-world visual scenes. The detected character recognition is based on template
matching. Our developed system has shown excellent results when applied to the automated identification of team
players’ numbers in sport datasets and has outperformed state-of-the-art methods.
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1. Introduction

Scene text extraction in images and videos is of
prime importance for automated scene understanding
and video content analysis [1]. Besides the perceptual
content of the images and videos analyzed with vision-
based techniques like object detection [2], object recog-
nition [3], or tracking [4], the semantic content of the
images and videos provides inestimable information in
terms of scene objects and their relations [5], [6], useful
for applications such as automated comments produc-
tion and media archiving.

In particular, sport events’ refereeing and analysis
rely on the identification of team players based on the
recognition of the numbers on their uniform rather than
on their face recognition. Indeed, face detection tech-
niques [7] are not intrinsically adapted to identify a
player whose back is turned to the camera, in which case
his face is poorly or not visible at all.

Automatic extraction of the scene text involves the
use of an optical character recognition (OCR) system to
detect and recognize the textual characters from a given
image.

In this work, we focus on the automatic player iden-
tification in images of any type for sport scene analysis,
based on the detection and recognition of the player’s
jersey number, and therefore, on the development of a

full, efficient OCR system for this purpose.

OCR major phases are (i) character extraction and (ii)
character recognition. In the first step, the system local-
izes and extracts the character by detecting its geomet-
rical features like edges [8] or color features [9], or both
[10]. In the second step, character recognition is usu-
ally performed by matching [11] or by using classifiers,
e.g. AdaBoost [12]. However, these existing OCR sys-
tems are mainly applied to recognize license plate num-
bers or handwritten characters, whereas player number
recognition presents additional challenges. Indeed, the
foreground, i.e. the character, could be highly skewed
with respect to the camera, or the background, i.e. the
jersey, could be folded so that part of the number could
be hidden. Moreover, sport images are often blurred,
since cameras or players or both are quickly moving.

Most of the existing OCR approaches developed
to identify numbers on team player’s uniform exploit
the temporal redundancy of a character across several
frames and thus are limited to analyze only videos [13],
[14], [15], [16], [17], [18] and not suited for tasks such
as still image dataset retrieval. Other works [19] use
both facial and textual cues, but present a low computa-
tional speed.

Hence, variations of scene text due to differences in
size, style, font, color, orientation, and alignement, as
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